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Meeting Goals:

The goal of this meeting is to advance measurement of economic phenotypes, i.e., core cognitive, affective and behavioral components of economic behaviors, to enhance the potential for their application to genetic studies.  Of particular interest are those economic behaviors related to health and economic outcomes in later life, such as educational attainment, risk-taking, job stability, health behavior initiation and maintenance, savings, insurance, etc.  Examples of such core behavioral and psychological elements of economic behaviors include: risk attitudes, loss aversion, delay discounting, cognitive control, impulsivity, anticipatory affect, numeracy, emotion regulation, sensation seeking, and sub-facets of the personality trait of conscientiousness. Ultimately, the aim is to equip the field with flexible measures (capable of application across laboratory and field contexts) that will facilitate exploration of genetic factors associated with individual variation in economic behaviors, enabling researchers to exploit opportunities created by the addition of genetics to large, population-based studies such as the NIA-funded Health and Retirement Study.  Achieving this goal will require collaborative work bridging laboratory and population-based approaches to measurement, and the development of projects that will allow the mapping of more fine-grained, biologically-based psychological and behavioral assessments of economic behavior to measures appropriate to the survey environment.  

This workshop will bring together investigators studying economic behaviors from the perspectives of the cognitive, affective, and economic neurosciences, experimental economics, decision science, psychology, genetics, and population-based behavioral and social science surveys.   Presentations will highlight examples of ongoing activities at all these levels of analysis, including recent attempts to bridge the lab and survey approaches in national surveys.  These will frame a discussion of the steps needed to advance and harmonize measurement of economic phenotypes across studies and levels of analysis.  The meeting is being held one day prior to the 2010 Annual Meeting of the Society for Neuroeconomics.

This document compiles background papers setting the stage for the meeting discussion.  Participants were asked to describe  their unique background relevant to the study of economic phenotypes, and addressing the following questions:
1. Pivotal findings and future directions: What do you perceive to be the one or two pivotal findings from your own work or work in your field, that have advanced our understanding of the core components of economic behaviors?  Where do you see this line of research developing from here?  

2. Measures of economic phenotypes:  Please describe the most promising available measures in your field that tap core aspects of individual differences in economic behavior (questionnaire, sociodemographic, behavioral, neural/physiological, administrative data).  (NOTE: Please provide the measure or task description as an appendix to your statement.)
Please provide, based on your own work or that of others in your field: 

· Evidence of the relation of these measures to life course economic and/or health outcomes (e.g. educational attainment, occupational attainment/stability, socioeconomic status, savings and investment behavior, wealth, etc. as well as health behaviors (e.g. diet, exercise, substance/alcohol consumption, etc.) or health states that may be associated with the same core behaviors.
· Evidence for their differential impact/relevance in different life stages, in different cultural/social/institutional contexts.

· Evidence for genetic association.
Discuss the applicability of measure to laboratory environment or survey environment.  
3. Looking ahead: What do you see as needed advances in order to bridge these approaches?  What are the obstacles to progress? Where are there gaps in our current knowledge that would be logical next steps to try to approach?  What are the conceptual and methodological advances required?  

NIA Program Contact: 

Lis Nielsen, PhD nielsenli@nia.nih.gov 
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Neurogenetic bases of individual difference in emotion and cognition:

Outlining the critical steps for linking genes to brains to behavior  
Background: I have a unique background relevant to the study of economic phenotypes, because my area of expertise covers psychology, neuroscience, and molecular biology. In addition to my graduate training in biopsychology (Yale) and postdoctoral training in behavioral, cognitive, and affective neuroscience (Stanford), I received Certification in Molecular Biology in 2002 in the New England Biolabs Workshop in Molecular Biology and PCR at Smith College and published since 2005 in that area. In 2008, I was awarded the prestigious Cattell Sabbatical Award, which enabled me to spend a full year at the Stony Brook Genomics Core facility, obtaining supervised training in molecular genetics and in epigenetics. Today, I serve as the Director of the Graduate Program in Genetics, which coordinates education and training activities across 100 laboratories at Stony Brook University, Cold Spring Harbor Laboratory, and Brookhaven National Laboratory, and currently supports 50 Ph.D. students in Genetics. I have served on the National Advisory Council on Aging (NACA), Genetics Subcommittee, advising the National Institute on Aging (NIA), Division of Behavioral and Social Research (DBSR). I am also the PI on a grant by the National Science Foundation that brought a 3T Trio Timm Scanner to Stony Brook, and is the technological centerpiece of a Provostial SCAN (Social, Cognitive, and Affective Neuroscience) Center, of which I am the Director. In that capacity, I have considerable opportunity to support exciting imaging research projects.

Our past work has utilized fMRI and related magnetic resonance imaging based approaches to study emotional processes and personality traits, with an award-winning publication in Behavioral Neuroscience in 2001 (APA Div. 6 D.G. Marquis Award) and a publication in Science in 2002. Combining genetics and functional neuroimaging, our 2005 and 2006 PNAS papers and 2007 Nature Neuroscience article were based on fMRI and arterial spin labeling to produce a series of data that questioned the status quo of how the serotonin transporter polymorphism is believed to work in the brain (this work has since been independently replicated by different groups, although the debate continues). Our 2006 PNAS paper was the first to show a gene-environment interaction for 5-HTTLPR using MR-based imaging. These studies were also recognized by others in commentaries and discussed as Research Highlights in Science and in Nature Reviews Neuroscience. In addition to emotionally valenced personality traits, our work has also addressed the genetics and neurogenetics of impulsivity, which is of relevance to economic decision-making. Our current work focuses on the specific genetic and epigenetic mechanisms of gene regulation related to behavioral phenotypes and gene-environment interactions.

Measures of economic phenotypes:  There is an emerging interest in linking genetic variation to individual differences in economic phenotypes. The critical steps linking these factors need to address the role of genetic contributions to brain circuits involved in economic behavior. Furthermore, I argue that an understanding of the neurogenetic bases of economic behavior will remain incomplete without an understanding of the epigenetic regulatory mechanisms.

Neurogenetics of Economic Behavior: Circuitry

A complete review is beyond the scope of this paper. I will therefore focus on only one exemplar – risk aversion. Most individuals are risk-averse in gambles that involve all gains (such as choosing between winning $10 versus a 10% chance of winning $100) but are risk-seeking in gambles that involve all losses (such as choosing between losing $10 versus a 10% chance of losing $100), a phenomenon also called the “reflection effect” [1]. An imaging study of the reflection effect had participants choose between certain and risky gains and losses, and found greater amygdala activation when subjects made choices that were consistent with the reflection effect,  i.e., selected certain gains over risky gains or selected risky losses over certain losses[2]. Interestingly, when subjects made choices that were inconsistent with the reflection effect, i.e., selected risky gains over certain gains or certain losses over risky losses, they exhibited greater activation in the anterior cingulate cortex, a brain region involved in the processing of conflicting information 
 ADDIN EN.CITE 

[3-4]
.

The personality trait of Harm Avoidance may play a role in Risk Aversion. In a task in which participants could make safe or risky decisions to earn points, risky choices were associated with increased activation in the insula and nucleus accumbens, which further correlated positively with individuals’ Harm Avoidance scores 
 ADDIN EN.CITE 

[5]
. A modified version of this task that modulated levels of attention also found that Harm Avoidance correlated positively with activation in the nucleus accumbens in response to risky versus safe choices [6].

The personality trait of Impulsivity may also play a role in Risk Aversion. For example, using a Monetary Incentive Delay Task in healthy volunteers, a recent study found that anticipation of reward activated the amygdala, ventral striatum, and orbitofrontal cortex, and that trait Impulsivity correlated positively with activation in the latter two regions [7].

Neurogenetics of Economic Behavior: Candidate Genes

Many of the a priori brain regions of interest are key target areas for dopaminergic (DA) neurotransmission. A recent imaging study 
 ADDIN EN.CITE 

[8]
 used a monetary incentive card-guessing task to investigate gene variants associated with relatively increased striatal DA release (DRD2 -141C deletion) and availability (DAT1 9-repeat), as well as diminished inhibitory postsynaptic DA effects (DRD2 -141C deletion and DRD4 7-repeat) and prefrontal DA signaling (COMT Val158Met). The study confirmed the authors’ hypothesis that polymorphisms resulting in relatively increased striatal DA release (DRD2, specifically the 141C Del allele) and synaptic availability (DAT1, specifically the 9-repeat allele), as well as decreased postsynaptic inhibition (DRD2’s 141C Del allele; DRD4, specifically the 7-repeat allele) would be associated with relatively greater reward-related activation in the ventral striatum. There was no effect of genetic variation linked to prefrontal cortex functioning (COMT Val158Met genotype) on reward-related ventral striatal reactivity. 

However, an imaging study based on a delay discounting task 
 ADDIN EN.CITE 

[9]
, which does engage frontal brain regions, did report that both behavior and neural activation were moderated by COMT Val158Met genotype. Carriers of the 158Met allele (which is less active than the Val allele, thus leading to more DA) exhibited lower immediate reward bias and also significantly less activation in the posterior parietal cortex and dorsal prefrontal cortex during immediate versus delayed trials. The relative greater fronto-parietal activation in Val/Val carriers, in conjunction with poor task performance, has been interpreted in other studies to indicate less efficient neural processing 
 ADDIN EN.CITE 

[10-11]
.

A different class of genetic moderators in economic choice is implicated in a study of Hariri and colleagues 
 ADDIN EN.CITE 

[12]
. These investigators focused on the gene coding for Fatty Acid Amide Hydrolase (FAAH), a key enzyme in regulating endocannabinoid (eCB) signaling, which contains a polymorphism (C385A) that is associated with an increased risk for addiction and obesity. Using a monetary incentive card-guessing task, these investigators reported that carriers of the enzymatically less active FAAH 385A allele (suggesting increased eCB signaling) exhibited increased reward-related ventral striatal reactivity, relative to C385 homozygous individuals. These individuals also exhibited increased correlation between ventral striatal reactivity and delay discounting.

Our own work has pointed to dopaminergic gene variation associated with impulsive motor control. For example, using the stop-signal task we found that carriers of the DRD4 7-repeat allele had significantly impaired motor impulse control, compared to non-carriers [13]. We also found evidence for an epistatic interaction between DRD4 and DAT genotypes: individuals who carried the DRD4 7-repeat allele and who also were homozygous for the DAT 10-allele had the poorest inhibitory control, compared to those with only one, or without either, risk variant/genotype. Our imaging work showed differential activation in fronto-striatal circuits during performance of the stop-signal task as a function of genetic variation in the dopamine transporter gene (DAT) and COMT [14]: individuals in the DAT 10/10 group and the COMT Val/Val group exhibited an impaired pattern of activation during inhibition. In contrast, those individuals with the DAT 9-allele or the COMT Met-allele exhibited successful engagement of key stopping regions during inhibition.

Neurogenetics of Economic Behavior: Gene Regulation

I argue that an understanding of genetic contributions to behavior will remain incomplete without consideration of gene expression regulatory mechanisms. This is because phenotypes emerge from the expression of genes, not the DNA sequence per se. A given polymorphism may or may not lead to differential gene expression. On the other hand, differential gene expression may or may not be based on variation in the underlying DNA sequence, because there are many other regulatory mechanisms that can affect gene expression. 

One such mechanism that has received much recent attention is CpG methylation. Weaver and colleagues demonstrated in rats that maternal care could alter gene expression in their offspring 
 ADDIN EN.CITE 

[15]
. These investigators asked whether the well-known association between good rat maternal care (licking and grooming of the pups) and stress resistance in their offspring was epigenetically regulated within the genes and brain circuits of the stress response system. They therefore focused on the hippocampus and the glucocorticoid receptor gene, both of which are associated with the stress response, and analyzed one epigenetic regulator of gene expression (DNA methylation, in which a methyl group is attached to DNA, usually silencing gene expression). Weaver and colleagues found that good maternal care was associated with DNA methylation of the glucocorticoid receptor gene in the hippocampus, which would alter the genetic expression of the glucocorticoid receptor. They then conducted a cross-fostering study to prove that the observed changes in methylation did indeed reflect the influence of maternal behavior. In this cross-fostering study, rat pups born to high- and low-licking and grooming mothers were switched to foster mothers of the opposite kind within 12 hours of birth. Analysis of DNA methylation later showed that rat pups’ methylation status did not depend on their biological mother, but on the maternal treatment they received at the paws of the rearing mother. Thus, life experiences can alter epigenetic molecular processes (through mechanisms not currently understood), which can serve as mechanisms for gene-environment interactions. It is likely that gene methylation will be relevant for other behavioral phenotypes as well, such as economic behavior.

The biggest drawback of studying gene regulation is that it is tissue-specific. Therefore, access to brain tissue is required, which means that such studies currently can only be conducted on human postmortem tissue, or excised diseased tissue from human patients, or from non-human animals.

Looking ahead: Economic decision-making is of critical importance to the health and well-being of older individuals (e.g., affecting retirement savings, prescription and long-term care benefits, and end of life care), and affects the state of the national economy, given population aging trends 
 ADDIN EN.CITE 

[16-18]
. Individual differences in economic decision-making reflect, in part, genetic contributions [19] and genetic moderators of relevant neural circuit activity 
 ADDIN EN.CITE 

[8-9, 12]
. In addition, age-related alterations within relevant neural circuits 
 ADDIN EN.CITE 

[20-21]
, which are also subject to genetic variation [22], may further contribute to individual differences among older adults. Unfortunately, the specific molecular mechanisms that regulate gene function are unknown, because such work would require access to human brain tissue from individuals with known behaviorally relevant phenotypes. Future work will therefore require integration of both human and animal studies to address both genetic and gene-regulatory mechanisms that contribute to individual differences in economic phenotypes.
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David A. Bennett, M.D. & Patricia A. Boyle, Ph.D.

Rush Alzheimer’s Disease Center, Rush University Medical Center, Chicago, IL

Incorporating Measures of Decision Making with Genetics and Neuroscience in the Rush Memory and Aging Project
Brief biography of the investigators:

David A. Bennett, M.D., Professor, Neurological Sciences: Dr. Bennett is a neurologist and the Director of the Rush Alzheimer’s Disease Center. He is the Principal Investigator of the Rush Alzheimer’s Disease Core Center and Rush Religious Orders Study (P30AG10161) and the Principal Investigator of the Rush Memory and Aging Project (R01AG17917), both ongoing epidemiologic, clinical-pathologic cohort studies of common chronic conditions of aging. He is the Principal Investigator of a genome-wide association study (R01AG10161), and epigenome-wide DNA methylation and histone acetylation (H3K9)  association studies  (R01AG36042, RC2 AG36547) in both cohorts, and a structural and functional (resting state fMRI) study in the Rush Memory and Aging Project (Illinois Department of Public Health). In 2007, he was awarded a grant to incorporate behavioral economic and related measures (e.g., decision making) into the Rush Memory and Aging Project (R21AG30765). 

Dr. Bennett has reported the extent to which neuropathology can be found in the brains of older persons without dementia. First, many older persons with mild cognitive impairment have one or more of the three common age-related neuropathologies (Alzheimer’s disease {neuritic plaques and neurofibrillary tangles}, cerebrovascular disease {macroscopic and microscopic infarctions}, and Lewy bodies). Second, many persons without dementia or mild cognitive impairment have these pathologies and their presence is related to subtle cognitive deficits [1-3].  In fact, after controlling for these pathologies, there is little evident cognitive decline among older persons [4]. These pathologies are well known to accumulate in brain regions that influence deliberative cognitive processes; they also can be found in brain regions that influence affective decision making. Dr. Bennett introduced the term Degraded Rationality to refer to idea that many older persons without dementia may have impaired decision making ability as a result of this extensive “subclinical” neuropathology. 

Dr. Bennett has also reported extensively on the relation of conscientiousness and other personality traits to adverse health outcomes [5-7]. 

Patricia A. Boyle, Ph.D., Associate Professor, Behavioral Sciences: Dr. Boyle is a neuropsychologist with the Rush Alzheimer’s Disease Center. She recently completed a K award (K23AG23040) using data from both the Religious Orders Study and Memory and Aging Project to address a variety of issues related to cognitive aging, particularly risk factors for and consequences of mild cognitive impairment, impaired motor function, and psychosocial factors such as evaluative well being (e.g., purpose in life).  She is currently the Principal Investigator of a cognitive aging study using clinical and pathologic data in both cohorts (R01AG34374). In 2009, she was awarded a grant to incorporate decision making and related measures into the Rush Memory and Aging Project (R01 AG33678). 

Dr. Boyle has found relations between cognition and behavioral economics measures such as temporal discounting and risk aversion (described below) as well as decision-making measures [8,9]. On a related issue, Dr. Boyle has also reported extensively on the relation of evaluative well-being to adverse health outcomes [10-12] and is examining the relation of decision-making with well-being in aging. 

Rush Memory and Aging Project (R01AG17917)

The Rush Memory and Aging Project is a clinical-pathologic cohort study of common chronic conditions of aging [13]. Participants enroll without dementia and must agree to annual detailed clinical evaluation and blood draw, and organ donation (brain, spinal cord, nerve and muscle) at the time of death.  It began in 1997, has a rolling admission and now includes more than 1,400 participants.  The overall follow-up rate of survivors exceeds 90% and the autopsy rate exceeds 80% with nearly 375 autopsies to date.  The clinical evaluation includes some measures relevant to economic phenotypes (see Appendix).  

Genome-Wide Genotyping Data (R01AG15819)

We used the Affymetrix Genechip 6.0 platform to generate genotype data for 750,173 SNPs; 891 participants in the Rush Memory and Aging Project passed strict quality control, and we will eventually have genotyping data on nearly all participants [14]. Using HapMap II as a reference, we imputed 2.2 million SNPs.  Using the MACH method and the 1000 genomes project data, we are imputing information on ~6.6 million SNPs for each individual in a dosage file that captures the level of certainty of genotypes at any given SNP. This imputation strategy will yield genotype information on both common variants (frequency >0.05) and less common alleles. 

Epigenome-Wide DNA Methylation and Histone Acetylation (H3K9) Data (R01AG36042, RC2AG36547)

We are currently extracting DNA from frozen dorsolateral prefrontal cortex from all autopsied study participants.  Epigenome-wide DNA methylation profiles will be generated using the Illumina 450K Infinium Methylation Beadchip. This platform covers all designable RefSeq genes, including promoter, 5', and 3' regions, without bias against those lacking CpG islands; it captures a diversity of CpG sites including CpG “islands” and “shores”, isolated CpG dinucleotides, CpG islands outside of coding regions, miRNA promoter regions, and disease-associated regions identified through GWAS. We will also generate epigenome-wide DNA methylation data from peripheral blood CD4+ T cells from the same individuals.  

The same frozen brain specimens are being used to generate epigenome-wide histone acetylation (H3K9) profiles using chromatin immunoprecipitation and sequencing (ChIP-Seq).  The selected DNA fragments are inserted into a library, and loaded into the Illumina HiSeq 2000 to produce Single End 44 basepair sequence reads. With a current standard of >100 million purity filtered (PF) reads for each lane of sequencing, multiplexing 10 samples per lane will generate an estimated 10 million PF reads per library, which will provide ample coverage of the mean 17,437 H3K9Ac peaks. 

Structural and Functional Imaging Data (Illinois Department of Public Health)

Structural (MP rage, DTI, flair) and resting state fMRI on a GE 1.5T was introduced into the Rush Memory and Aging Project in 2009. To date, 337 persons have been imaged, including 14 persons who have undergone a two year follow up scan. 

Incorporation of Behavioral Economic Phenotypes (R21AG30765)
Beginning in 2008, participants in the Rush Memory and Aging Project were invited to participate in an annual behavioral economic and decision making battery (see Appendix). Through the end of 2009, the battery was administered by in person interview to 427 persons including 155 persons who had a second interview one year later. A personality drop off questionnaire was completed by 352 persons. In addition, 165 of these persons underwent neuroimaging. Finally, 22 persons have died and come to autopsy. Over time, we will have the ability to examine the relation of neuropathologic indices to the economic and decision making data collected prior to death. Epigenome-wide data will also be available from the dorsolateral prefrontal cortex from persons who undergo autopsy.

Lessons learned: 

1. We initially piloted the battery as a drop off. Participants were unable to complete it independently. We moved to an in person interview with extensive show cards to reduce the burden of the cognitive load on performance. 

2. Many older persons, including those without cognitive impairment, performed poorly these tasks.

3. Many standard items, measures, and directions are very difficult and frustrating for older persons; some items are not relevant and items, concepts, and wording needed clarification and simplification. 

4. Many older persons do not like tasks that resemble or require “gambling.”

5. A large number of respondents gave uniform responses on temporal discounting and risk aversion tasks limiting standard econometric procedures to develop discount and risk aversion functions. We used mixed models to develop logit models that could incorporate uniform responses. These models allowed us to regress discounting and risk aversion on outcomes (e.g., cognition) controlling for covariates (e.g., age, education).  We also used the models to estimate person specific discount functions which could be used in analyses (e.g., neuroimaging). 

6. Tasks that measure a broader range of decision-making abilities that are specifically designed for older persons and those that are amenable to survey studies in which time is at a premium are greatly needed.

Findings: 

There was substantial variability in performance among older persons suggesting that older persons perform suboptimally on many such tasks.  Performance on temporal discounting and risk aversion measures were significantly associated with cognitive function even among non-demented or non-cognitively impaired persons with better cognitive performance being associated with the ability to delay reward (lower discounting) and with more risk taking (less risk averse) [8,9].  

Preliminary analyses with resting state fMRI, seeding the ventral anterior cingulate nucleus, found that persons who were more risk averse showed greater connectivity in the right orbital frontal cortex, an area involved in inhibition of negative emotions; those who were less risk averse showed greater connectivity in the bilateral superior frontal cortex, an area involved in executive attention.  Groups were matched for demographics, total gray matter and global cognition; age and education were included as covariates. 

Incorporation of Decision Making Phenotypes (R01 AG33678)
Our experience with the behavior economics survey led us to revise many of our measures when we launched our decision making surveysome items were dropped , and new items were added (see Appendix). Many items were retained and are identical in both surveys.  Our revised survey was put into the field in January of 2010 and has been administered to 433 persons, including many who had completed the behavior economics survey. Of these persons, 310 completed the personality drop off questionnaire. For content identical in both surveys, data are available on 593 unique individuals of whom 340 have had two interviews, and 92 three interviews; 265 have undergone neuroimaging, including 10 having two images. Genome-wide genotyping data are available on 355. 

Lessons learned: 

7. Our experience to date suggests that this simplified but extended battery (one hour) is much better tolerated by participants. 

8. There remains considerable heterogeneity in performances, with many persons (even those without cognitive impairment) exhibiting suboptimal decision making.
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Appendix:  Measures collected in one or both surveys and relevant measures available in the Memory and Aging Project.
	Measure
	Behavioral economics
	Decision making
	Both economics and decision-making surveys
	Relevant variables in the Memory and Aging Project

	Risk aversion
	Version 1
	Version 2
	
	

	Temporal discounting (small and large stakes)
	Version 1
	Version 2
	
	

	Loss aversion
	X
	
	
	

	Cognitive reflection task
	X
	
	
	

	Financial knowledge
	
	
	X
	

	Health knowledge
	
	
	X
	

	Susceptibility to financial fraud
	
	X
	
	

	Social preferences/social decision-making
	X
	
	
	

	Financial decision-making experience
	
	X
	
	

	Healthcare decision-making experience
	
	X
	
	

	Financial decision-making (Finucane)
	
	
	X
	

	Healthcare decision-making (Finucane)
	
	
	X
	

	Personality measures (e.g., conscientiousness, neuroticism, novelty seeking, trust)
	
	
	X
	X

	Well-being (e.g., purpose in life)
	
	
	X
	X

	Education
	
	
	
	X

	Socioeconomic status (e.g. childhood, midlife, old age)
	
	
	
	X

	Psychological factors (e.g., depressive symptoms, loneliness)
	
	
	
	X

	Health behaviors (e.g., alcohol use, smoking, physical and cognitive activity, BMI, diabetes)
	
	
	
	X

	Cognition (i.e., global cognition and 5 specific cognitive domains)
	
	
	
	X


Todd Braver, Ph.D.

Washington University, St. Louis
The role of neural mechanisms of executive control in understanding trait and state variation in motivation, affect, and economic decision-making

My research focuses on cognitive neuroscience approaches to understanding the mechanisms of executive control.   The cognitive neuroscience of executive control has classically focused on “cold” cognitive processes that are primarily utilized in behavioral situations involving attention, working memory, episodic memory and multi-tasking.  However, more recent studies have examined the relationship between executive control and non-cognitive processes such as affect, motivation, personality and value-based (i.e., economic) decision-making.   I have followed this trajectory in my own research, as we have begun to explore each of these dimensions in terms of the interactions and modulatory effects exerted by neural mechanisms of executive control.  Thus, we have demonstrated a range of effects in prior studies, such as the integration of mood and working memory factors in lateral prefrontal cortext (PFC; Gray,  Braver & Raichle, 2002 PNAS), the role of reward-related personality traits in influencing conflict and working memory-related activation in anterior cingulate cortex (ACC)  and lateral PFC (Gray & Braver, 2002 CABN;  Gray et al, 2005 CABN), motivational enhancements of the brain cognitive control network (Locke & Braver, 2008 CABN), sustained anterior PFC activity during inter-temporal decision-making (Yarkoni et al, 2005 Cognitive Brain Research), and neuronal representation of risk aversion in ACC (Brown et al, 2007 CABN).   Running through all of this work has been a strong theoretical framework, based on computational modeling studies (i.e., Cohen, Braver & O’Reilly 1996 Royal Society; Braver et al, 1999 Biological Psychiatry; Braver & Cohen, 2000 Attention & Performance;  Botvinick et al, 2001 Psych Review; Brown & Braver, 2005 Science) that focuses on the mechanisms by which various components of the brain cognitive control network, such as the midbrain dopamine (DA) system, lateral PFC, and ACC,  contribute to successful control.   As such we have described how the lateral PFC may function to actively maintain internal representations of cognitive goals,  how phasic and tonic DA activity may serve to modulate PFC goal representations based on reward prediction cues, and how the ACC may represent an on-line index of response conflict and the negative utility of expected actions.   Moreover, we have recently focused on the mechanisms that produce both trait and state related variation in cognitive control functions, postulating dual modes of control – proactive and reactive – that differ in unique neural and dynamic signatures (Braver et al, 2007; Braver et al, 2009 PNAS). 

Our theoretical framework has provided conceptual and experimental tools for examining how and why executive control processes may be engaged by aspects of behavior that are relevant to our understanding of economic decision-making, and to economic phenotypes more generally.   In particular, we have suggested that one aspect of important phenotypic variation is the propensity to engage in proactive control: the sustained and preparatory activation of cognitive goal representations based on contextual and/or reward cues in order to bias on-going thoughts and actions in a goal-congruent manner (Braver et al, 2007; Braver et al, 2010 Current Opinion in Neurobiology).    This phenotypic variation will necessarily interact with different task-contexts, as well as relevant state variables (e.g., affect and motivation).  In our recent work, we have found that this framework may be particularly informative in explaining behavioral and neural variation in cognitive and decision-making tasks.  A couple of examples are described next.  

In one series of studies, we have been examining how cognitive processing in tasks with high executive control demands are modulated by motivational state (Braver & Locke, 2008 CABN; Jimura et al, 2010 PNAS; Savine et al, 2010 Cognition & Emotion; Savine & Braver, 2010 J Neuroscience; Beck et al, 2010 PLoS ONE).  Our standard manipulation is to provide reward incentive cues under some task conditions that indicate that performance on an upcoming trial(s) will be rewarded, contingent on successful performance.   By setting the performance criteria to a demanding, but individually titrated level, we ensure that motivational effects are associated with enhanced cognitive processing.  We have observed that with these manipulations, selective aspects of cognitive control are enhanced.  For example, when participants perform cued task-switching paradigms, in which the task to be performed on an upcoming trial is randomly varied, but cued immediately beforehand, a standard finding is the presence of a behavioral switch-cost:  decreased performance relative to single-task conditions or trials in which the task has not switched.   This switch cost implies sub-optimal control, in that cueing does not lead to completely successful preparation for the upcoming trial.  We have consistently observed that on trials preceded by reward cues, behavioral switch costs are eliminated – but only under conditions in which there is adequate time to prepare.  This indicates that the reward value of the upcoming trial selectively enhances preparatory cognitive control.   In neuroimaging studies using this paradigm, we have found that the mechanism underlying this behavioral effect appears to be enhanced sustained and preparatory activation in dorsolateral PFC.   Thus, enhanced cue-related activation of this region predicts the reduction in switch costs, both across participants and on a trial-by-trial basis (Savine & Braver, 2010).   Moreover, in another related study,  we found that part of the individual variation in the incentive facilitation effect was explained trait-related differences in reward-sensitivity as indexed by standard self-report personality scales.   More importantly, we found that again sustained and preparatory dorsolateral PFC activity statistically mediated this individual difference variation (Jimura et al, 2010 PNAS).  This finding suggests that the reason highly reward-sensitive individuals show greater incentive-related enhancement in cognitive control is because they show greater proactive modulation of dorsolateral PFC.   We interpreted these results as indicating that trait reward-sensitivity may not only refer to personality variation, but could also reflect a particular endophenotype in which reward incentives successfully trigger the preparatory activation and maintenance of associated cognitive goals.    The general implication of our results is that experimental probes which assess the nature of motivation – cognitive control interactions might be especially advantageous for revealing phenotypes that might be relevant for economic decision-making.   

A second example, illustrates our recent success in incorporating cognitive control frameworks within the well-established economic domain of inter-temporal decision-making, also known as delay discounting.   Although this domain has been well-studied by both behavioral and neuroeconomists, most of the research in this area has ignored issues related to the dynamics of subjective value representation for delayed rewards.  As mentioned previously, in our earlier work using related inter-temporal choice paradigms, we have found that explicitly examining the dynamics of neural activity during task performance revealed that sustained activation of anterior PFC explained many aspects of choice performance (Yarkoni et al, 2005 JEAB).  We followed up on this initial finding by developing an experimental probe of delay discounting that enabled examination of the dynamics of activation within individual decision-making trials.  To accomplish this, we developed a task in which choices were made between real liquid rewards that were directly consumed after waiting the selected time, which was on the order of seconds.  In behavioral studies, we established that even under these conditions, robust discounting of delayed rewards was observed, even on the order of seconds, with the discounting function fitting well to the well-established pattern of hyperbolic decline (Jimura et al, 2009 PB & R).  In follow-up studies we also demonstrated that individual differences in discount rates were highly stable across sessions,  suggesting that they represent true trait variability.  More importantly, when comparing delay discounting for consumed juice rewards against the more standard conditions using hypothetical monetary rewards, we found that although both individual differences were equally stable, they were uncorrelated. Moreover, we also found  that when comparing younger and older adults on these types of delay discounting (hypothetical money vs. consumed juice), a double dissociation was observed.  Older adults showed shallower discounting for money, demonstrating increased patience or self-control, but exhibited steeper discounting for juice, i.e., demonstrating increased impulsivity. Together, these findings strongly suggest that the two types of delay discounting may tap into distinct constructs of individual variability.  

We have recently conducted a neuroimaging study with the juice paradigm to examine the neural correlates of these effects.  A key component of the study was the measurement of neural activity during the post-choice delay period as well as during choice.  We found that the two key regions postulated to encode subjective value information – the ventral striatum and ventromedial PFC – showed increasing delay-related activity that appeared to follow well the form of a hyperbolic function.  This suggested that these regions encode the value of anticipated rewards in a dynamic manner while waiting for them.   Importantly, in the ventral striatum, we also found individual difference effects during both the delay and choice periods, with more impulsive individuals (i.e, steep discounters, assessed from a prior behavioral session) showing stronger choice and anticipatory delay-related activation.  The pattern of choice activation suggested that these impulsive individuals had a stronger response to the immediate reward, which may have biased their choices towards this option.   In contrast, we found another individual difference pattern that predicted greater patience or self-control.  In the anterior lateral PFC, we found that activation was higher in self-controlled decision-makers during choice, and also showed greater, but declining activation during the post-choice delay.  We interpreted this result as indicating that the anterior PFC encoded the anticipatory utility of the delayed option but selectively for self-controlled decision-makers.  This additional component of subjective value for delayed rewards due to anticipatory utility may have  biased self-controlled individuals more towards this option (i.e. perhaps by actively engaging in future-oriented thought or affective forecasting).  It is significant that anterior PFC is a region that has been associated in prior work with abstract thinking, future-oriented processes, and complex cognition.  As such our interpretation is consistent, but provides the most direct evidence to date, for dual-process accounts of inter-temporal decision-making in which a competition is posited between impulsive vs. controlled processing systems. Our results may indicate that anterior PFC functions as a critical neural mechanism of self-control by enabling more accurate evaluation of abstract concepts such as rewards in the future.  A key take-home message of the work is that the identification of controlled processing contributions to inter-temporal decision-making was dependent on the use of a paradigm that enabled assessment of the dynamics of neural activity during all phases of the trial.  

Looking forward to the future, a number of important issues need further study.  First, it will be important to more effectively identify potential age-related and developmental aspects to these constructs.  Our work in inter-temporal decision-making provides hints that older adults might utilize future-oriented control processes less effectively than young adults, but we still do not have neural evidence supporting this hypothesis.  An important component to the work will also be to examine the potential genetic basis of individual difference effects we and others have observed in this domain.  It is striking that a number of candidate genetic polymorphisms, most prominently in dopamine-related genes such as COMT, DAT and DRD4, have been found to explain variance in executive control processes as well as in reward, affect, and decision-making domains.  In the case of COMT, this polymorphism seems to reflect variance in the post-synaptic effects of DA release in PFC. It is striking that in our theoretical framework,  DA-PFC interactions are the central mechanism that is thought to induce variation between proactive and reactive control modes (Braver et al, 2010 Curr Opin Neurobio).  Moreover, it is possible that this proactive-reactive shift may also explain potential variation in non-cognitive processes, or may be mediated through tradeoffs between DA effects in subcortical vs. PFC regions.    One of the key methodological challenges is to conduct the type of large-scale individual difference study that enables examination of mechanisms of variation at many levels of analysis and description:  genetic, cognitive and personality traits, neural activity dynamics, and behavioral profile.  These types of studies are very expensive and time-consuming to conduct, but may hold the most promise for bridging levels of explanation, and for providing a unified description of relevant economic phenotypes.  

Eliza Congdon, Ph.D.

UCLA
Neuroeconomic and Cognitive/Affective Neuroscience Approaches to Capturing 

Individual Differences in Economic Behaviors: Impulsivity

A critical challenge for the field of neuroeconomics is to characterize and understand the determinants of risky behavior, which has implications for health and economic outcomes. Impulsivity, or the predisposition to respond to internal or external events without regard to the potential consequences (1), plays a key role in risk taking. Impulsivity, however, is multidimensional, which poses a challenge for genetic investigations of impulsive behaviors. I will present some work demonstrating that response inhibition is a distinct and reliable phenotype, and as such, can be used to begin to interrogate neurogenetic mechanisms underlying impulsivity and risky decision making. 

Impulsivity is a clear predictor of risk taking and risk behavior initiation (2). Evidence that highly impulsive individuals perform differently under conditions of risk and uncertainty as compared to low impulsive individuals 
 ADDIN EN.CITE 

(3-5)
 is suggestive of the role that this trait plays in risky decision making, which may generally reflect the trade-off between the influence of fast motivational processes and slower executive processes (6). However, impulsivity is multidimensional. Impulsivity is composed of a tendency to act without considering potential negative consequences, an inability to delay reward or an extreme preference for immediate vs. later rewards, and a failure to learn from, or adjust behavior, in response to punishment or no reward. Supporting this, factor analyses support the existence of 3-5 latent subfactors at the trait level 
 ADDIN EN.CITE 

(7-9)
. 

A recent elegant illustration of the multidimensional nature of trait impulsivity comes from Kirby et al. (2010), who explored the hierarchical structure of impulsivity by conducting exploratory principal components analysis (PCA) on multiple trait impulsivity instruments (10). An advantage of their approach is that they did not rely on any theoretical assumptions about the structure of impulsivity and, as such, were able to empirically demonstrate the distinctiveness of roughly eight components of impulsivity. Their results also highlight the importance of such a framework, as the most face-valid items (i.e., “I act ‘on impulse’”) failed to discriminate between components, which not surprisingly suggests that individuals interpret questions about “impulsivity” differently. This underscores the difficulty in relying on a single multidimensional term to accurately capture individual differences in independent, but related, behaviors. 

The multidimensionality of impulsivity represents a critical challenge for genetic investigations of neuroeconomic phenotypes, as phenotype heterogeneity obscures any relationship between phenotypic variation and genetic influences. One way to overcome such heterogeneity is to focus on phenotypes that are distinct, precisely and objectively measured, reliable, and not just heritable but also clearly related to specific biological mechanisms (11). 

One of the primary component processes underlying impulsivity is impaired response inhibition. Response inhibition is the ability to suppress a prepotent or habitual response, including both motor actions and higher-order responses (such as thoughts, memories, or emotions). It is critical to the ability to stop or suppress rapid, automatic behaviors in response to goals or environmental contingencies (12). Laboratory measures of response inhibition, such as the Go/NoGo and Stop-signal paradigms, require participants to respond to a set of frequent stimuli (Go trials), but to inhibit responding to a separate set of infrequent stimuli (Stop trials) and performance on such tasks has been shown to be heritable (13, 14) (see Appendix). In addition, response inhibition is thought to be involved across a number of other paradigms, including response interference, switching, and reversal learning tasks, and the common factor linking these tasks appears to be the need to maintain a goal in the face of strong, but inappropriate, representations or distracting stimuli (15). Measures of response inhibition correlate with trait impulsivity, as assessed with a range of trait inventories 
 ADDIN EN.CITE 

(16-20)
 and critically, response inhibition is consistently more related to real-world problem behaviors and psychiatric illness than other higher-order executive functions, such as updating and shifting 
 ADDIN EN.CITE 

(14, 21)
.

There is considerable evidence that motor response inhibition relies upon a right-lateralized fronto-basal ganglia circuit, which includes the right inferior frontal cortex, pre-supplementary association area, superior frontal gyrus, and structures of the basal ganglia. Multiple neuroimaging studies of response inhibition using the Go/NoGo and Stop-signal tasks have implicated these regions 
 ADDIN EN.CITE 

(22-25)
, as have lesion and TMS studies. Critically, there is strong evidence that individual differences in response inhibition are correlated with activation in this circuit 
 ADDIN EN.CITE 

(22, 23, 26, 27)
, and to some extent, that individual differences in trait impulsivity are, as well 
 ADDIN EN.CITE 

(28-31)
. 

My background in imaging genetics has provided me with experience in the identification and refinement of phenotypes suitable for genetic investigation. In particular, my work has focused on the refinement of the response inhibition phenotype. We have demonstrated that individual differences in response inhibition (measured with the Stop-signal task) are sensitive to differences in dopaminergic function (as assessed by candidate gene variants) 
 ADDIN EN.CITE 

(32, 33)
. However, recent work is particularly relevant for future studies of economic phenotypes, as we have demonstrated 1) the robustness of the response inhibition neural phenotype; and 2) a method to detect brain/behavior correlations in a way that is substantially more powerful than voxelwise analyses (34).

In particular, we pooled data from five separate fMRI studies in which participants performed the Stop-signal task while being scanned. We reduced the dimensionality of the data by using independent components analysis (ICA), which decomposes the functional data into a set of (temporally or spatially) independent components. By applying ICA to group activation maps, we were able to isolate spatially independent components present during trials of successful response inhibition, along with the loading on each of those components for each individual. The loading coefficients of each component were then correlated with behavioral performance (stop-signal reaction time (SSRT)). 

Using this approach, we were able to demonstrate that stopping ability (SSRT) is positively correlated with engagement of a network that includes regions previously reported during response inhibition (including the right inferior frontal cortex, superior frontal cortex, and striatum). In addition, we demonstrated that poorer stopping ability is associated with activation in the default mode network. This network (which includes the medial prefrontal cortex, the medial, lateral, and inferior parietal cortex, and the precuneus/posterior cingulate cortex) is consistently deactivated during performance of cognitive tasks and engaged during rest 
 ADDIN EN.CITE 

(35, 36)
. Thus, we were able to demonstrate that distinct neural components differentially influence individual differences in stopping success: whereas engagement of the fronto-basal ganglia network was associated with better inhibitory control, engagement of the default mode network was associated with impaired inhibitory control, suggesting that there are multiple neural mechanisms underlying response inhibition. 

This approach not only isolated distinct neural phenotypes underlying response inhibition, but also proved to be substantially more powerful than mass univariate voxelwise correlation analyses. The standard approach to whole-brain voxelwise regression analysis, in which activation in individual voxels is correlated with behavior, requires that these correlations be repeated across all of the approximately 20,000 voxels in the brain. In contrast, by applying probabilistic ICA to our functional timeseries, we were able to correlate individual loadings on each resulting component with performance. These components reflect the subset of voxels that make up a given component and provide a single measure, per person, which can be correlated with behavior. This approach substantially increases power to detect significant brain-behavior correlations. Indeed, in our analyses, whole-brain voxelwise correlations with appropriate statistical corrections failed to detect significant correlations between brain activity and behavior. In contrast, we were able to detect significant correlations between behavior and activation in a set of distributed networks using this data dimensionality approach. The advantage of this approach becomes apparent when considering the challenges of importing high-dimensional neural phenotypes into genetic association analyses, which require correction for many multiple comparisons. 

Successful genetic investigations of neuroeconomic phenotypes will require the use of phenotypes that are distinct, precisely and objectively measured, are heritable and are suitable for high-throughput phenotyping. These requirements are challenging when considering impulsivity, a multidimensional construct that is represented at both trait and behavioral levels. Evidence in support of a neural circuit that is robustly and consistently correlated with individual differences in inhibitory control, paired with a more powerful method to identify this pattern, supports the use of the response inhibition phenotype. What is needed moving forward, however, is a better and more complete characterization of impulsivity. As impulsivity is multidimensional, we would benefit from efforts designed to understand the inter-relationships between component processes underlying impulsivity (including response inhibition), the relationship between these component processes, decision making, and risk taking behaviors, as well as subsequent efforts to validate and standardize such phenotypes. In addition, as we move towards genomic investigations of neurocognitive phenotypes (including response inhibition), continued data dimensionality reduction efforts will be critical to making genome-wide analysis feasible. Together, such efforts may help to identify suitable targets for genetic investigation and contribute to our understanding of the mechanisms influencing complex, economic behaviors.  
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Appendix: Stop-signal task

The Stop-signal task is a widely used measure of response inhibition that has broad external and translational validity. In this task, subjects are presented with a primary stimulus to which they are supposed to respond (e.g., press one of two buttons corresponding to the direction of a visually presented arrow). However, on a small number of trials (25%) they are presented with an auditory ”stop signal”, in which case they are supposed to withhold their response. The delay of the onset of the stop signal, or stop signal delay (SSD), is varied, such that it increases after the participant successfully inhibits in response to a stop signal (making the next stop trial more difficult), and decreases after the participant fails to inhibit in response to a stop signal (making the next stop trial less difficult). This adaptive procedure is used to result in successful stopping on 50% of trials, in which case it is possible to estimate a ”stop signal reaction time” (SSRT) which indexes the speed of the inhibitory process. This adaptive procedure also ensures that difficulty level is individualized across subjects and both behavioral performance and numbers of successful, as well as unsuccessful, stop trials are equated across subjects. 

Nelson Freimer

UCLA

Maggie G. Gilbert Professor of Psychiatry and Biobehavioral Sciences,

Director, UCLA Center for Neurobehavioral Genetics,

Semel Institute for Neuroscience and Human Behavior

Background: My career has focused on genetic investigation of complex traits in humans and non-human primates. I trained in psychiatry and human genetics –at UC San Francisco and Columbia respectively –and have for 20 years been the PI of genetics labs at UC San Francisco and UCLA, where since 2000 I have been the Director of the Center for Neurobehavioral Genetics. I have a longstanding interest in advancing the methodology for this field of study, in terms of both genetic analysis (at the level of both study design and molecular experimentation) and in terms of both the conception and assessment of phenotypes. Although I have had a particular emphasis on neurobehavioral phenotypes – deriving from my background in psychiatry – I also have devoted considerable effort to traits typically considered “medical”, especially quantitative measures relevant to metabolism. The gratifying recent experience  (e.g. Sabatti et al., 2009) of participating in the discovery of several hundred genetic loci associated with metabolic traits –all of which have achieved genome wide levels of statistical significance (p<10-8) and been replicated in independent samples – has confirmed to me the importance of three principles for genetic association studies of complex traits: (1) the search for associations must be genome wide; (2) very large study samples are needed to obtain adequate power (for some traits these samples now include upwards of 200,000 individuals); and (3) phenotypes must be precisely defined, objectively measured, relate to distinct underlying biology, and be standardized across studies. I have attempted to apply these principles to neurobehavioral traits in designing several large-scale projects, and in particular have emphasized phenomic approaches as a means to address point (3). 

Phenomics, as I define it, is the systematic standardization of measures hypothesized to represent the complete phenotypic space for a given biological system, and their assessment in all members of a study population suitable for genome wide genetic association studies. I proposed several years ago (Freimer & Sabatti, 2003) that phenomics offers a framework for the genetic dissection of complex traits throughout biomedicine, and since then have attempted to implement phenomic-level investigation in several projects, mostly under the umbrella of The UCLA Consortium for Neuropsychiatric  Phenomics (CNP), of which I am the Co-Director. The CNP is one of nine Interdisciplinary Research Consortia established through the NIH Roadmap, and emphasizes a phenomics approach –in humans and model organisms – to genetic investigation of quantitative phenotypes hypothesized to underlie major psychiatric disorders (Bilder et al., 2009). The CNP is particularly focused on measures of working memory and response inhibition which are being studied in a sample of 2000 healthy adults from Southern California, mouse models, and non-human primate populations. These data are still being collected, and genetic analyses in these data sets have not yet been undertaken. 

The first implementation of phenomic analyses in the CNP is underway in an additional large sample, the Northern Finland Birth Cohort of 1966 (NFBC66), in which more than 5,000 individuals have been assayed since before birth for several hundred phenotypic measures and have already undergone genome wide association analysis of many of these measures. Although clearly significant associations have been observed in the NFBC66 for virtually all “medical” traits assessed, results have been disappointing so far for neurobehavioral measures. For example, analysis of temperament (using the Cloninger scales which have previously been shown to yield highly heritable trait measures) has yielded no genome wide significant findings not only in the ~5000 subjects of NFBC66, but in meta-analyses that now include more than 12,000 subjects, most from the homogeneous population of Finland. A separate analysis, of almost 20,000 individuals assessed with a different personality (the NEO), has shown similarly disappointing results. I believe that these failures reflect two main factors: 1) The personality scales do not fulfill the criteria for genetically mappable phenotypes suggested under point (3) above; they are based on subjectively assessed information, there is incomplete consensus regarding the essential features that are being assessed, and they do not relate clearly to biology that could be used to aid in interpreting association results. 2) The lack of standardization precludes the possibility of straightforwardly constructing meta-analyses of data for the Cloninger scales and data for the NEO. Yet we have data from analysis of the NFBC66 genotype data that suggest the power of phenomic approaches. We identified in these data all instances of large chromosomal deletions (>500Kb), genome wide, detected through bioinformatic analyses. We then performed a “phenotype mining” process, in which we evaluated these deletions in relation to all measures available in the NFBC66 database that were hypothesized to relate to neurodevelopment; this focus was based on numerous recent reports of an over-abundance of such deletions among patients affected with neurodevelopmental disorders such as autism. To our surprise, the strongest association with deletion carrier status in NFBC66 was to a measure defined by repeating one or more grades in school by age 14. This information is obtained in a standardized manner throughout Finland, and provides a measure that would not usually be considered in standard association studies. 

The NFBC66 “phenotype mining” result, which we consider preliminary, suggests the value of re-conceptualizing our approaches to analysis of phenotypes with genotypes. I believe that there are several points that we should consider in attempting to do so, all of which are relevant to neuroeconomics: 1) We should be open to new types of phenotypes in our areas of interest; 2) New genomic technologies (genome sequencing, RNA sequencing, epigenomic technologies) may greatly expand the power of phenotype-genotype association analyses, but will also greatly complicate the already difficult processes of data management and statistical analysis; 3) Great value can be obtained by study designs that relate human investigations to those in appropriate model systems, particularly non-human primates; 4) The separation of the brain from the rest of the body is arbitrary and successful study designs will find ways to erase it. 
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Background:
 I’m a psychologist who has been very interested in decision-making and behavioral economics.   Most recently much of my work has focused on both loss aversion and intertemporal choice.   I am particularly interested in how these phenomena can be described on a process level, with a particular interest in the role of memory in the construction of preferences.

The basic results represent a bit of a quandary:  Many behaviors that might seem trait-like are often largely influenced by the way a question is asked.   For example, in decision research factors such as framing and response modes come close to trumping most individual differences.   At the same time, there is significant and relatively stable heterogeneity in the kinds of parameters that are used in behavioral economics.   Our lab, for example, has imaged stable individual differences in temporal preferences, but at the same time shown that the frame for these questions produces material differences in the amount of impatience we observe. (Weber, et al., 2007) We also show systematic preference reversals when we ask people to rate future choices when compared to their choices.   These kinds of preference reversals, or differences between joint and separate evaluations are not nuisances, nor random errors, but clues to how responses to the environment are generated (Figner, et al., 2010). 

Thus, we think the resolution of this apparent paradox lies in the development of models that involve descriptions of how responses to measurement questions are generated.   To quote Herb Simon: “Beneath any approximate, even very rough, constancy, we can usually expect to find a genuine parameter whose value can be defined accurately once we know what conditions we must control during measurement.”(Simon, 1996)
One additional important contribution of psychology to the concept of economic phenotypes is a focus on the properties of measurement:  This includes a focus on reliability, convergent and discriminant validity, as well as an interest in predictive validity.   

Measures of economic phenotypes:  

Economic phenotypes can be inferred, occasionally, from field data, but most often are inferred from simply choices, often incentive compatible.    These ‘price lists’ in economic terms, or ‘titrators’ and ‘staircase’ methods from psychophysics and psychology usually yield a limited number of data points that are used to infer properties such as loss aversion, time preference, etc.

Cognitive measures utilize analogues of paper and pencil measures, and flash-based games that capture very similar data as in person testing.   Examples include a Stroop-task and flanker task.

We have developed and implemented web based methods for measuring loss aversion and time preferences.  More recently we have developed relatively quick adaptive methods for assessing time preference  (using a beta-delta model) and preferences in risky choice (using cumulative prospect theory) (Tobia, Johnson, Evgeniou, & Delquié, 2010).

Our results show significant and systematic individual differences in loss aversion and intertemporal choice, much weaker evidence for the tendency to anchor, and no evidence that there are systematic individual differences in framing (Ye et al., in preparation)

In other work we related time preferences to the tendency to make bad mortgage choices and the decision to walk-away from a mortgage (Johnson, Atlas, & Payne, 2010).   We also relate loss aversion to consumer’s susceptibility to different ways of presenting price.(Jarnebrant, Tobia, & Johnson, 2009)
Since most of our measures are computer based, I will describe them briefly during my talk, and can arrange demonstrations to anyone interested.
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University of Maryland

My early undergraduate training was in operant models of psychopathology. Following form these early experiences I attended West Virginia University for graduate school. No disrespect meant to the great state of West Virginia (wild, wonderful - as they say), but this decision was based on my interests in behavioral psychology as opposed to geography (yes it’s beautiful there but my idea of spending time in nature is a roof top deck and some single malt scotch). 

I was admitted to the Clinical Psychology Program, but a good percentage of my actual research experiences occurred with faculty in the behavior analysis program and specifically in animal models of avoidance and fear conditioning. One faculty member at the time was Jerry Richards who introduced me to the concept of impulsivity. My initial work with Jerry utilized rats and a procedure he developed called the adjusting amounts procedure (Richards et al., 1997). This was based on the delay discounting dimension of impulsivity. Given my interests in behavioral measurement, I was quite disappointed that at the time there were no viable measures of delay discounting in humans. Some might argue that the money choice questionnaires and other related approaches are behavioral, but they most frequently use hypothetical rewards and even when real rewards are used, the task simply doesn’t have the feel of a behavioral measure. For this reason I set out to develop a delay discounting task, but everything I tried just seemed hollow. I kept thinking, “I just don’t really believe short delays and small amounts of points or even real money simulates real world impulsive choice.” Of course I may have been wrong because since that time some very promising behavioral measures of impulsivity have been developed including the Experiential discounting task (EDT; Reynolds and Schiffbauer, 2004 B. Reynolds and R. Schiffbauer, Measuring state changes in human delay discounting: an experiential discounting task, Behav. Process. 67 (2004) (3), pp. 43–56.Reynolds and Schiffbauer, 2004) developed by Brady Reynolds who also was a student at WVU. However, as I moved away from delay, I became more interested in the manipulation of probability. This shift in focus towards probability discounting (i.e., would you rather have a 90% chance of earning $10 or a 100% chance of earning $9) eventually morphed into an interest in risk taking. 

What I ended up with is now referred to as the Balloon Analogue Risk Task (BART)
. In the BART, the participant is presented with a computerized display of a small balloon and asked to pump the balloon by clicking a button on the screen. With each click, the balloon inflates a small amount and actual money is added to the participant’s temporary winnings. At any point, the participant has the option to press a button labeled “Collect $$$,” which deposits the amount in temporary winnings to the bank (i.e., it can no longer be lost) and ends the trial, at which point a new trial begins. However, each balloon is programmed to pop somewhere between 1 and 128 pumps, with an average breakpoint of 64 pumps. If the participant fails to press “Collect $$$” before the balloon pops, all earnings for that balloon are lost and the next balloon is presented. Risk-taking is defined as the average number of pumps on un-popped balloons), with higher scores indicating greater risk-taking.  

What has been the greatest strength of the task is that it focuses on risk taking as a balancing of reward and risk potential such that risk taking can be a positive up to some level at which point it produces more harm than good (Leigh, 1999), which is more in line with real world risk taking consequences. The task provided a measure of risk taking that differed from the typical risk taking tasks that were most commonly used at the time which largely considered risk taking from a decision making perspective where risk is perceived as a poor or disadvantageous choice. These tasks including the gold standard Iowa Gambling Task (IGT; Bechara, Damasio, Damasio, & Anderson, 1994)
 have shown excellent ability to differentiate groups displaying real world risky behavior such as substance use or gambling from those who do not display those behaviors, but clearly this is only way to conceptualize risk taking and the BART has provided a potentially useful compliment to this approach. 


Beginning with a young adult sample (ages 18-25), we (Lejuez et al., 2002) sought to evaluate the psychometric properties of the task, including reliability, as well as its link to real world risk behavior engagement. Results indicated that the BART evidenced sound psychometric properties, and riskiness on the BART was correlated with scores on measures of sensation seeking, impulsivity, and deficiencies in behavioral constraint. Also, riskiness on the BART was correlated with the self-reported occurrence of addictive, health, and safety risk behaviors, with the task accounting for variance in these behaviors beyond that accounted for by demographics and self-report measures of risk-related constructs. These results provided the first evidence that the BART may be a useful tool in the assessment of risk taking propensity. Subsequent research with adults has provided further evidence for a correlation between BART scores and substance use in community and clinical samples (Bornovalova et al., 2005; Lejuez et al., 2003; Pleskac et al., 2008), and between BART scores and risky sexual behavior (Lejuez, Simmons, Aklin, Daughters & Dvir, 2004).

Following this work, the BART was extended to middle adolescents (ages 14-17). The first series of studies indicated that riskiness on the BART was related to a variety of real world risk behaviors including substance use, gambling, delinquency behaviors, and risky sexual behavior (Aklin, Lejuez, Zvolensky, Kahler, & Gwadz, 2005; Lejuez et al., 2005; Lejuez et al., 2007). A second study in this developmental period compared 20 adolescent patients in a program treating conduct disorder and substance use disorder and 20 highly matched community controls (Crowley , Raymond, Mikulich-Gilbertson, Thompson, & Lejuez, 2006). All were substance free for at least seven days and underwent substance-use, psychological, and social assessments. Data indicated higher BART scores for the patient group, with group differences stable throughout engagement in the task. These data suggest the utility of the task for assessing risk taking in both community and clinical samples.

Although the BART is useful for identifying older adolescents and young adults who are already engaging in risk behaviors, questions remain concerning its utility for younger youth -- both for identifying those currently engaging in risk behaviors and for predicting future risk behaviors. My colleagues and I are conducting a five-year longitudinal study funded by the National Institute on Drug Abuse studying emerging adolescents starting at ages 10-12. Initial data indicate that riskiness on the BART is related to currently occurring risk behavior (MacPherson, Reynolds, et al., in press). Moreover, across the first three years of assessment, BART scores were correlated with the specific risk behavior of alcohol use, with increases in BART scores each year associated with greater likelihood of alcohol use at subsequent assessments, controlling for other key risk-related variables including sensation seeking (MacPherson, Magidson, et al., in press). Thus, early evidence suggests that changes in BART scores over time correspond with changes in alcohol use over time, indicating that behavior on the task is not static and that the changes are important indicators of risk behavior changes. We are currently exploring prospective relationships to determine the extent to which the BART shows utility for prospective prediction. Results from this work could have important implications for identifying youth with a vulnerability to risk taking before such behavior becomes habitual and changes are harder to engender.

In moving forward using the BART as a measure of risk taking propensity, it becomes important to progress from purely descriptive studies to studies that also improve our understanding of the processes underlying the development of risk taking behavior. Specifically, teasing apart the relative contributions of the reward and punishment aspects of the task may have important implications for intervention. For example, a child who is overly focused on potential gain would pump the balloon up to levels of high risk for very different reasons than a child driven by insensitivity to the punishment associated with exploded balloons. Although not targeted to this specific question, recent work using EEG (Fein & Chang, 2008) and fMRI (Rao, Korczykowski, Pluta, Hoang, & Detre, 2008) suggests potential approaches for determining the differing neural mechanisms associated with reward and punishment. As a complement to neurobehavioral assessment, Wallsten, Pleskac, & Lejuez (2005) and Pleskac (2008) developed a set of mathematical models to understand the cognitive processes underlying learning and sequential choice in the BART. These models include a single parameter that indexes the relative strength of risk seeking to risk aversion, as well as two other parameters related to subjective probability and to choice sensitivity. Further work with such models may ultimately lead to a precise characterization of the processes underlying risky decisions on the task and in real world settings. 

In addition to enabling progress in understanding fundamental risk processes, the BART may also be used to conduct controlled laboratory studies for understanding the role of emotional and contextual factors in risk behavior. In a recent study (Lighthall, Mather, & Gorlick, 2009), participants played the BART fifteen minutes after completing a stress challenge or control task. Stress increased risk taking among men but decreased it among women, with the authors positing evolutionary principles that may explain these results. My colleagues and I have recently collected data, from a sample of low income drug users in residential treatment, which closely replicated these results. Additionally, current studies in our laboratory are considering the impacts of other contextual variables on risk taking, including effects of the ways in which risk information is framed and effects of peer presence and encouragement. Knowing how risk taking may differ across different environments and in different emotional states also will be crucial for targeting prevention programs with these factors in mind. 

Currently there is very little work using behavioral tasks with older adults and this provides another opportunity in line with the current interests of NIA. One of the few studies in this domain showed that exposing older adults to a visual representation of the balloon popping led to much less risk taking on the task than for those older adults who did not witness a demonstration (Hemmerick, Ghini, Schwarze, & Dale, 2007). Using a related driving risk paradigm, Mather (2009) showed that stress reduced risk taking among older adults; there was no apparent gender difference which should be considered in light of the Lightall study discussed above which showed that stress decreased risk taking for women and increased it for men. Following from the wealth of existing research on risk taking in youth and younger adults, and the small emerging body of literature for older adults, there are promising directions that can be pursued. Indeed, there are important ways that the methodology and approach in existing studies can be extrapolated as well as ways in which specific modifications can be made to suit particular questions relevant to older adults, including challenges in assessment that may be unique to this population where risk taking is poorly understood.
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Personal Background


I received my Ph.D. in Neuroscience from Baylor College of Medicine under the supervision of Read Montague. My dissertation studies were some of the first to use functional MRI to investigate reward processing in the human brain. This was a fundamental step in establishing fMRI as a viable tool for studying reward learning and, subsequently, decision making.


My postdoctoral work was done with Jonathan Cohen in the Psychology Department at Princeton University. We worked in close collaboration with the behavioral economists David Laibson and George Loewenstein to investigate the neural mechanisms that support intertemporal choice and delay discounting. This work established that two neural systems contribute to intertemporal choice. One, associated with the mesolimbic dopamine system, responds preferentially to immediately available reward. The other, which includes the lateral prefrontal cortex and posterior parietal cortex, is far less sensitive to delay. Since this initial work, numerous other manipulations (pharmacological, direct stimulation, and behavioral) have further established that these two systems interact in determining intertemporal preferences. In particular, when a choice pits an immediately available reward with a larger, later alternative, the relative activity of these two brain systems predicts preference.


As an assistant professor at Stanford University, I have continued work on intertemporal choice. We have established several novel behavioral manipulations that alter intertemporal preferences. Each of these manipulations was established by building off of what we know about the brain systems that underlie intertemporal choice. For example, the dopamine system is known signal reward value through direct associative learning. We therefore reasoned that experience with a given reward would correlate with differential recruitment of this system and bias intertemporal preferences accordingly. This and other such predictions have held.

Measures of Economic Phenotype


Intertemporal choice is one of the true areas of success in psychological research on decision-making. The standard economic model rests on an assumption of rationality requiring that preferences be stable through time. An example would help illustrate this point and also demonstrate how poorly it actually holds in human behavior. Consider the everyday choice we make between sleep and productivity. At night we must decide how much we value extra sleep versus extra time in the morning to work. Our decision about this trade off in the evening allows us to set our alarm for some desired wake up time. Temporally stable preferences require that this decision about when to wake up remains constant throughout the night right up until the time when we arise. Of course, this is not generally what happens. Snooze buttons are a stark indication of intertemporal preference reversals. Forfeiting sleep does not seem as overwhelming in the evening as it does when the alarm sounds. The greater relative impact of the immediate outcome is evident in our tendency to make use of the snooze button. And this tendency for immediate outcomes to have relatively greater impact on our behavior is generally true. It underlies many common behaviors – impulsivity and procrastination most prominently.


The great success in research on the psychology of intertemporal choice was to propose a quantitative model that accounts for intertemporal preferences such as that illustrated by the snooze button. Temporally stable preferences, still generally favored in economic models, requires that value be discounting exponentially for delay. Descriptive models have proposed that value is discounting hyperbolically. Green and Myerson (1995) provided a general formulation of the hyperbolic discount function as
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where D is the discount factor, t is the delay until outcome, s modifies the sensitivity to time, and k is the discount factor. Critically, k summaries impulsivity and is commonly used as a measure of impulsivity to compare across different subject groups. For example, k varies with age (Read & Read, 2004), IQ (Shamosh et al., 2008), and even with clinically relevant variables such as addiction (including differences during recovery; Bickel et al., 2007). The hyperbolic model of discounting has therefore been a tremendous success due to a number of factors, most notably:

1) It is an excellent model for intertemporal preference, commonly accounting for more than 90% of the variance in intertemporal preferences (at least when restricted to analyzing indifference points).

2) It is a stable measure. It replicates within an individual as reliably as any other behavioral measure.

3) It is a simple. The single parameter k has proven to be very valuable measure of an individual’s preferences. For the purposes of our workshop, there is an excellent case to be made that k summarizes a fundamental economic phenotype.

With all of this said in favor of hyperbolic discounting summarizing an important economic phenotype, I will spend the rest of this document discussing its inadequacy. Specifically, I will argue that discount rate, k, does not reflect a basic cognitive function, but instead is a compound behavior that depends on several more basic cognitive functions. Insofar as the goal of the workshop is to identify measures that should correlate with individual differences in a relatively small number of genes, discount rates, and intetemporal preferences generally, are therefore an unattractive target for research.

To make this argument, I will point out inadequacies in each of the three points in support of hyperbolic discounting listed above. First is the notion that discount rates are a stable and highly predictive model of an individual’s preference. This is certainly true as long as the choice task is held exactly constant. However, discount rates depend on a seemingly endless array of contextual variable. For example, discount rates are decreased for choices involving larger magnitude outcomes (Thaler, 1981). So, to predict discounting, one must know how much is being discounted. Discount rates also depend on what is being discounted. As Loewenstein noted, people tend to be impulsive for things like food and money, but not for things like gasoline and writing paper. Thus, it is essential to know what a person is discounting. Discount rates also depend on how delays are presented. People are more patient when told the exact date when a reward will be delivered as opposed to the equivalent delay duration (i.e. “in two weeks”; Read et al., 2005). Discounting also depends on numerous visceral factors. People are more impulsive for money when sexually aroused (van den Bergh et al., 2008). They discount more the hungrier they are (Wang & Dvorak, 2010). In the end, it is my contention that it is necessary to measure discounting before any predictions can be made. There are simply too many contextual variables at play to make true predictions about behavior.

For the purposes of the workshop, these results are very problematic. Economic phenoytpes are important and relevant only insofar as they predict real-world behavior. Certainly contextual variables in the world are much more rich and diverse than they are in the laboratory. It is therefore particularly germane to note how different discount rates are in the lab versus the world. Annual discount rates measured in the lab are commonly in the range of 40-60% annually. In the real world, we condemn credit card companies for charging 19% (a deal given laboratory measures) and are thrilled by 8% annual returns from the stock market.

Finally, hyperbolic discounting is not as simple as it seems. Kirby (1997) proposed that, to account for differences in discount rate by reward magnitude, an additional parameter should be added to the hyperbolic discount model. If this were done for each of the contextual variables known to alter intertemporal preferences then the one parameter model balloons to absurdity. Because of this, recent research in cognitive neuroscience is extremely promising. Recent work (e.g. McClure et al., 2004) has demonstrated that multiple neural systems contribute to intertemporal preferences (see first section of this document). Furthermore, in a series of recent studies, it has now been shown that the contextual variables known to alter discounting are fully anticipated by this neuroscientific understanding. Take, for example, hunger. Animal studies have shown that hunger primes the dopamine system making it particularly responsive to the prospect of rewards. Combined with research from cognitive neuroscience, this predicts that discount rates should be greater when hungry – as already mentioned. It may therefore be most beneficial to deconstruct discounting into cognitive subcomponents as determined using neuroscience tools. To this end, some primary cognitive measures have already been revealed:

1) Emotional responsivity. Neural responses to reward receipt, a measure of emotional responsitivity dependent on activation of the mesolimbic dopamine system, predict discount rates. McClure et al., 2004 also suggests that this is a potential correlate of “present bias,” which has been argued to be a fundamental component to discounting.

2) Cognitive control. Discount rates correlate with various measures of cognitive ability in a manner that relies on individual responses in anterior prefrontal cortex (Shamosh et al., 2008). Cognitive control, including emotion regulation, has long been supposed to be a fundamental capacity underlying discounting.

Delay until reward receipt is one of the basic attributes governing how we judge the value of different options available to us. From the perspective of economic modeling, discounting is therefore certainly a central measure of interest. In the quest for genetic determinants of discounting, decision science, psychology, and now neuroscience indicate that discounting is an aggregate behavior that depends on several more basic cognitive abilities. Research has now begun to identify these more basic capacities, which I believe ought to be the target for true economic phenotypes.
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Background 

As a psychologist / cognitive neuroscientist, my training has primarily focused on examining age-related change in emotion and cognition in healthy adults using well-controlled labora​tory experiments. Over the years I have studied a wide range of more traditional psycho​logical constructs from working memory and selective attention to emotional maintenance and emotion regulation, but more recently I have adopted a more multidisciplinary ap​proach to better understand how these various processes contribute to economic decision making across adulthood in the laboratory and beyond. The collection of studies included in my recently completed dissertation represents an initial attempt to examine individual dif​ferences in incentive processing across the adult life span using an interdisciplinary and translational approach by combining psychological theory, novel imaging methods from neuroscience, experimental tasks from behavioral economics, models of learning from com​puter science, and models of choice from ﬁnance to examine decision making in the labora​tory and in the real world. Overall the results reveal a pattern of age-related changes and in​dividual diﬀerences across age in the function of neural systems supporting the valuation process. This line of work has led to the identiﬁcation of experimental tasks and question​naire measures that reveal both age-related change and relationships with real world ﬁnan​cial outcomes. 

Measures of Economic Phenotypes 

To begin to assess relationships with real world economic outcomes, we started with very crude measures (e.g., assets, debts). These measures were self-reported on scales, but vali​dated with credit reports (assets correlate with total credit amount, debt correlates with % credit used). The studies included many questionnaire measures, behavioral tasks, fMRI data from multiple tasks, and some genotypes (analysis in progress). Examples of three types of measures from this line of work that reliably predict ﬁnancial outcomes are described be​low. Links to relevant papers in PubMed Central are provided. 

Affective Biases 

In earlier studies we provided evidence for an age-related valence (i.e., positive, negative) asymmetry in incentive processing such that older adults were less sensitive to the prospect of losing money (relative to winning money and relative to younger adults). This asymmetry was observed in both self reports of aﬀective experience and neural sensitivity during the anticipation of loss in the caudate and insula (Samanez-Larkin et al 2007; Nielsen et al 

HYPERLINK "http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2652507/"2008). We have also demonstrated that these anticipatory biases in neural activity are asso​ciated with learning to avoid monetary losses up to one year later (Samanez-Larkin et al 2008). Adding to a vast literature on age-related changes in emotional processing (Car​stensen et al 2005; Samanez-Larkin & Carstensen, in press), this age-related valence asym​metry in incentive processing has been observed using a variety of behavioral tasks and psy​chophysiological measures (Wood et al 2005; Denburg et al 2006; Eppinger et al 2008) 1. Thus, there is substantial evidence for age-related aﬀective changes that may inﬂuence eco​nomic decision making. Although this potential lack of anxiety about possible losses may contribute to increased well being, this asymmetry may put individuals with blunted loss an​ticipation at risk for certain types of ﬁnancial mistakes. 
To explore the relationships between valence biases and ﬁnancial outcomes, we have had the most success with an incentive-compatible behavioral task where subjects attempt to learn from experience to select options that have a higher probability of winning money or avoid​ing losing money. This same experimental framework is used in a number of studies in deci​sion neuroscience (e.g., Kim et al 2006; Pessiglione et al 2006). We wondered whether the individuals who performed poorly in the loss learning task also sacriﬁced more money in the real world. Consistent with this hypothesis and theories of anticipatory aﬀect (Knutson & Greer, 2008; Knutson & Samanez-Larkin, in press), in a sample of adults between the ages of 20 and 85 we found that gain learning was associated with real world accumulation of as​sets and that loss learning was associated with real world accumulation of debt (validated with credit reports and controlling for a number of other cognitive and demographic vari​ables including age)(Knutson, Samanez-Larkin, Kuhnen, under review). 
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The study not only provides evidence for the ecological validity of this laboratory-based learning task, but also identiﬁes individuals who may be especially vulnerable to ﬁnancial losses. We are currently using this paradigm to study victims of investment fraud. 

1 There is also some emerging evidence that this increase in relative positivity (decrease in negativity) with age may change course in later stages of aging (Frank & Kong 2008). 

Probabilistic Learning 

In addition to separately examining probabilistic learning from either gains or losses, we have also demonstrated that a general ability to learn from probabilistic feedback is associ​ated with ﬁnancial outcomes in life. We recently observed a relationship between performance on an incentive-compatible risky investment task (where individuals invest in stocks and bonds) in the lab and the accumulation of real world assets (Samanez-Larkin et al, 2010). Age, income, and working mem​ory were also associated with assets, but the relationship be​tween task performance and assets held when controlling for these variables (and several others). Importantly, we also found that older adults made more suboptimal choices than younger adults when choosing risky assets (which were probabilistically associated with various re​wards). Consistent with neurocomputational theory (Li, 2005; Li, et al., 2001), we found that the age-related performance eﬀect was mediated by a neural measure of variability in the nucleus accumbens. The experiment revealed a novel neural mechanism by which aging may disrupt rational ﬁnancial choice. This age-related increase in mesolimbic variability has been recently replicated using diﬀerent tasks and analysis methods (Garret et al 2010). 

Thus, relatively short computerized tests of decision making may accurately index the cu​mulative eﬀects of real-world ﬁnancial decisions to reveal important age-related changes in economic behavior. 
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Future Self-Continuity and Savings Behavior 

A ﬁnal set of novel measures also shows promising relationships with real world savings. In a recent study, we found that individuals with higher future self-continuity (who rated them​ selves as more similar to their future selves) also had greater accumulated savings in the real world than individuals who did not feel very similar to their future selves (Ersner-Hershﬁeld et al 2009). In addition to this short questionnaire (available on​

HYPERLINK "http://psychology.stanford.edu/~span/Products/fsc_q.pdf"line), Ballard and Ersner-Hershﬁeld have recently developed a novel laboratory-based savings task that provides a better in​dex of real world savings than traditional temporal discounting tasks (Ballard et al, under review). In this task individuals exert eﬀort to earn money and pe​riodically allocate it to cash or savings, which may be a more ecologically valid frame for as​sessing real world savings than the windfall framing in traditional discounting tasks. This is important because individuals often treat windfalls and labor earnings diﬀerently. 
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Looking Ahead 

Although the paradigms discussed here attempt to cover a range of processes, this area is still very much in its infancy. Research in this emerging area will surely continue to grow in coming years. To move forward, we need to continue integrating laboratory and real-world measures. In the behavioral economics / decision neuroscience tradition, it will be essential for future large-scale research projects to be composed of experts from psychology, neuroscience, eco​nomics, and other related disciplines. One of the most signiﬁcant current barriers to progress is the diﬃculty in obtaining access to both objective real world data and psychological measures within the same individuals. The most (and only) objective measure we have been able to obtain from community volun​teers is a credit report (and we even had a lot of issues collecting these). As recently sug​gested to me by David Laibson, one possibility would be to team up with other researchers and attempt to forge relationships with investment ﬁrms. It may be possible to trade analy​ses that would be useful to these ﬁrms for access to objective data from individuals and the possibility to contact and recruit a subset for more intensive study in the laboratory. 

Other logical next steps are testing interventions. What sort of environmental supports im​prove decision making for aging adults in the real world? We have had some very limited success with simpliﬁed graphical decision aids (Samanez-Larkin et al, in press), but this ini​tial work has extremely limited real world application. 

Another avenue for future research is to focus some eﬀort on especially vulnerable popula​tions (e.g., fraud victims). There is currently a great deal of interest in curbing investment fraud from AARP Washington, the FINRA Investor Education Foundation, Western Union, and law enforcement. It would be nice to potentially see NIA support as well. This area has the potential for truly interdisciplinary teams and immediate application. 

Bernd Weber

Center for Economics and Neuroscience, Bonn, Germany

Background: I went to med-school and specialized in neurology. I now head the Department of Neuroimaging at the Life&Brain Center at the University of Bonn, which houses 2 MRI scanners. Additionally, I am Co-Director of the Center for Economics and Neuroscience in Bonn. My work related to this issue at the moment focuses on the relation of structural brain measures and economic phenotypes. A bunch of literature investigated brain structural correlates of cognitive skills or personality traits (e.g. Luders et al., Intelligence, 2009; More recent work focuses on the structural (and functional) connectivity of brain regions (e.g. Chiang et al., J. Neurosci., 2009; Tsang et al., PNAS 2009). Within a first study, we published data about the relation of personality traits to the connectivity strength between brain regions (Cohen et al., Nat. Neurosci. 2009). Large-scale, multicentered studies are on the road to investigate the variability (and stability) of the human brain-connectome (e.g. Biswal et. Al, 2010). 

The knowledge about common, stable connections and regions with higher inter-individual variance will enable us to investigate the brain-structural basis of interindividual differences in behavioral phenotypes (economic, pathological, etc.). We are at the moment acquiring a large database of brain-structural as well as functional measures in addition to psychological and economic phenotypes to investigate the underlying relationships. Longitudinal studies of this kind (in different age ranges or during development) may also enable us to draw conclusions about the stability (and also variability) of economic preferences. 

Measures of economic phenotypes

I will first describe different measures for economic preferences, followed by our ideas for an MRI protocol, including structural as well as short functional MRI measures. In the talk I will also briefly report on the development of an economic preference module. The idea is to create a short survey that allows eliciting economic preferences such as risk attitudes, discounting, and social preferences such as altruism, positive reciprocity and negative reciprocity. The survey questions are tested in the sense that they explain behavior in related incentivized and controlled lab experiments. The module is meant for researchers who are interested in reliable preference measures but who will not be able to run experiments on a large scale.

Risk preferences:  The method for eliciting risk preferences will most likely be similar to the survey instruments that have been used successfully to elicit attitudes toward risk within the SOEP. The SOEP (for socio-economic-panel) is a large representative household-based longitudinal panel in Germany. In the 2004 wave of the SOEP, the precise wording of the general risk item was: How do you see yourself: Are you generally a person who is fully prepared to take risks or do you try to avoid taking risks? Please tick a box on the scale from 0 to 10, where the value 0 means: “completely unwilling to take risks” and the value 10 means: “completely willing to take risks”. This item should be accompanied by qualitative questions about attitudes toward risk in more specific contexts. We will also include measures that allow for a quantitative interpretation, e.g., in terms of utility functions exhibiting constant relative risk aversion (CRRA), or constant absolute risk aversion (CARA). Using quantitative survey items, such as questions about behaviour in the context of a concretely specified hypothetical lottery situation, one can elicit coefficients that correspond to the theoretical notion of curvature of the utility function. The experimental will rely on choices between different lotteries and safe options.

Social preferences: Building on our previous experience we will ask different question about positive and negative reciprocity, varying the strength and cost of reciprocation. The experimental will be a well established experimental economic game to investigate social preferences and reciprocity, a variant of the so-called trust or investment game.

Time preferences: One question that was used in a sub-sample of the SOEP questionnaire, but which has not yet been added to the official SOEP panel asked individuals about their patience in the following way: How do you see yourself: Are you generally a person who is impatient, or somebody who is patient? Please tick a box on the scale from 0 to 10, where the value 0 means: “not patient at all” and the value 10 means: “very patient”. In addition we will include items that allow us to elicit quantitative measures of time preferences to use formal concepts of discount rates used in economic models. The experimental will rely on choices between payments today and (higher) payments at later points in time.

To be able to use the SOEP as a reference sample and to gather information about the socio-economic background of the subjects, the standard SOEP questionnaire will be used in addition. 

Neuroimaging module

The neuroimaging module will consist of the following sub-modules:

1. Structural Imaging acquisition and processing: Diffusion-weighted data and high-resolution 3-dimensional (3D) T1 and T2 weighted images will be acquired on a Siemens 3T Trio scanner with an 8-channel array head coil and maximum gradient strength of 40 mT/m. The diffusion-weighted data  will be acquired using spin-echo echo planar imaging (TR=12 s, TE=100 ms, 72 axial slices, resolution 1.72×1.72×1.7 mm). We use a GRAPPA technique (Red.-Factor 2.0) for parallel imaging. Diffusion weighting is isotropically distributed along 60 directions (b-value=1000 s/mm2). Additionally, seven data sets with no diffusion weighting are acquired initially and interleaved after each block of 10 diffusion weighted images as anatomical reference for motion correction. The high angular resolution of the diffusion weighting directions improves the robustness of probability density estimation by increasing the signal-to-noise ratio and reducing directional bias. To further increase signal-to-noise, we acquire three consecutive scans, which will subsequently be averaged together. The entire data acquisition protocol lasts approximately 45 minutes. All diffusion image preprocessing and analyses will be conducted using a combination of FSL tools (www.fmrib.ox.ac.uk/fsl) and Matlab code as described in detail in a previous study (Cohen et al., Nat. Neurosci. 2009). The 3D T1 and T2-weighted images can additionally be used for classical VBM analyses. In addition, we will apply a magnetic transfer (MTR) sequence for more detailed analysis of white matter.

2. Functional Imaging paradigms: The following domains will be investigated by fMRI:

Resting state MRI: Based on recent data and suggestions, a short 10 min. resting state fMRI will be acquired (Dosenbach et al., Science 2010).

Reward processing: Reward processing is a central component of learning and decision making.
 The strength of reward-related brain responses might prove as a valuable marker for, or correlate of, individual preferences or personality traits. We have developed a short paradigm which elicits reward-related activity in about 15 minutes: One, two, three or four quadratic boxes are displayed horizontally at the beginning of a trial for 2 s (cue). Subjects have to guess behind which of the boxes a circle is hidden. This means that reward probability is either 25% (four boxes), 33%, 50% or 100% (one box). Subjects indicate their guess by pressing one of the four buttons on the response grips, which correspond to the position of the boxes.  If subjects fail to respond within 2 s or press a button which does not correspond to a box (in trials with less than 4 boxes), they lose 10 cents in that trial. Subjects receive a feedback of the selected box for 1.5-4.5 s. At the end of a trial, the circle is revealed behind one of the boxes together with the reward feedback for 2 s. (Fliessbach et al., Neuroimage 2010).

Feedback-guided learning: Flexibly adapting behavior in dynamic environments is essential for economic and social success. It relies on interacting fronto-limbic networks that include the amygdala, orbitofrontal cortex, and striatum. We could show in a previous study that during a feedback-guided reversal learning task, the strength of estimated white matter tracts from the amygdala to the hippocampus, orbitofrontal cortex, and ventral striatum predicted both how subjects adapted their behavior following positive and negative feedback, and the functional connectivity (estimated from functional MRI time series) between the amygdala and these regions. In addition, we identified a dissociation between an amygdala-hippocampus circuit that predicted response switching, and an amygdala-orbitofrontal cortex circuit that predicted learning following rule reversals
 ADDIN EN.CITE 

. In each of 300 trials of our experiment, two small boxes will be displayed on the left and right sides of the screen. Subjects have to select one of the two, using response buttons in the left or right hand. The boxes remain onscreen until the subject press a button, then a green square highlights the selected box and “+10” (reward) or “−10” (loss) appears between the stimuli for 1000 ms. If subjects make no selection after 2 s, the trial is aborted and no feedback is given. At the start of the block, the rule (i.e., which stimulus rewarded 75% of the time) is chosen randomly. On each selection of the correct stimulus, subjects have a .75 probability of winning, and on each selection of the incorrect stimulus, subjects have a .25 probability of winning. Probabilities on each trial are independent. The rule reverses after a minimum of 10 trials and at least 71% accuracy over a sliding window of the previous 7 trials. If the rule is not learned after 25 trials, it switches automatically. A randomly jittered inter-trial interval of 2.4–8.8 s (mean: 5.6 s) separates each trial. (Cohen et al., Neuroimage 2008).

Executive control: Executive control is a complex construct and no single paradigm can cover it entirely. The Stroop task is one of the most commonly used and has been adapted to the fMRI environment in many studies. We will apply a classical color stroop task as published previously e.g. by Polk and colleagues (Polk et al., J. Neurosci. 2008). In this task, subjects are presented with the names of colors either in the respective or a differing color and have to attend either to the name of the color or the color in which the words are written. 

Looking ahead:  A very important step will be to combine reliable measures of economic preferences with high-quality neuroimaging measures in a large and representative sample. This will increase the variance in the measured phenotypes strongly in contrast to the usually investigated student populations. Because of the costs of this approach it is worthwhile to discuss multi-centered approaches (as performed regularly nowadays in the clinical domain to ensure sample sizes large enough for sound statistical analyses). On the MRI side, we need to increase the knowledge about reliability of the measurements. This issue is – besides its upmost importance – severely understudied. 

Elke U. Weber

Columbia University School of Management

Jerome A. Chazen Professor of International Business
Professor of Management and Psychology
Co-Director, Center for the Decision Sciences (CDS) 
Co-Director, Center for Research on Environmental Decisions (CRED) 

My research over the past 30 years has been at the intersection of psychology and economics, exploring psychological process models of economic behaviors, with a focus on how people make judgments and decisions under uncertainty and across time.  Decomposition of risky and intertemporal judgments and choices into their psychologically and neurally plausible components that involve search for and  evaluation and integration of information about choice or action alternatives and their likely consequences is crucial  for the design of effective interventions (be they decision aids or policy that changes processes or incentives), as such intervention requires accurate knowledge about causal sequences of events and entry points into the component processes.  Such psychological-process decomposition of economic behaviors (beyond the single or even multiple parameters typically provided by economic models) is also crucial for the investigation of genetic factors associated with individual variation in economic behaviors like risk taking or discounting, as different variants of genes (or epigenetic determinants) will likely be associated with different components processes.  Another advantage provided by such process-level decomposition is that it makes predictions about likely covariation in different behaviors, as they share component processes.  

Below are some key insights from my work on risk taking and discounting.

Risk taking
There is no such thing as a single “risk-taking” trait.  Risk taking, as observed in some person’s decision or action, is a function of the domain in which it occurs and the extent to which the situation is either static/deliberative or dynamic/affective.  Personal characteristics of the decision maker, like gender, age, and cultural and socioeconomic background further interact with these situational characteristics.  There is no way in which this complexity of influences can be captured by a single risk-aversion parameter, no matter how assessed.  In collaboration with students, postdocs, and colleagues I have developed a series of models and assessment instruments that try to account for the complexity of risk taking with the smallest number of explanatory constructs. 

One such instrument is the Domain-Specific Risk Taking (DOSPERT) scale (Weber, Blais, Betz, 2002), which decomposes risk taking into a psychological or psychophysical risk—return tradeoff, where risk is modeled not by the statistical variance of possible outcomes of the risky option but by the option’s perceived riskiness in the eye of the beholder (with gender, age, and culture-specific variation), and return is modeled not by the option’s expected value but by perceived benefits, which have also been shown to vary between groups (Weber & Milliman, 1997; Weber & Hsee, 1998; Weber, 2004). 

Another more recent instrument is the Columbia Card Task (CCT, Figner et al., 2009a), a game-like decision task that decomposes risky choice options into a different set of primitives.  (Another insight of recent neuroeconomics research is that there probably is no single, best or privileged way of decomposing risky choice options and that evidence for different ways of encoding choice options can be found in the brain.) The CCT factorially varies gain magnitude, loss magnitude, and probability of gains or losses in a two-outcome lottery, allowing the assessment how each of these three factors independently influences risk taking and does so in both a static (“cold”) version that encourages deliberative processing and in  a dynamic (“hot”) version that encourages affective processing. Thanks to the implementation of functional measurement methodology, risk taking in both versions can be analyzed at the level of the individual participant, and more 'sophisticated' measures, such as loss aversion or risk aversion (and/or other prospect theory parameters) can also be derived as participant make a series of decisions about lotteries that vary with respect to gains, losses, and their probabilities.  The CCT allows not only the behavioral decomposition of risk taking as a function of these primitives, but also the decomposition of physiological responses to these variables, such as skin conductance responses (Figner & Murphy, in press).

Figner et al. (2009a) show that the 'hot' version of the CCT involves substantial affective processes and that the parallel cold version allows for a more straight forward comparisons of risky decision making under hot/affective versus cold/deliberative conditions than when completely different tasks have to be used to make this comparison. There are now 'intermediate' CCT versions available that are still dynamic but less affect-charged, allowing the more systematic investigation the role of dynamic/static task characteristics and the involvement of affective/deliberative processes.

Importantly, having a 'cold' deliberative and a 'hot' affect-charged version of the same task allows the decomposition into the economic primitives of gain, loss, and probability to be made under conditions of high versus low affective involvement. The results (Figner et al., 2009a) comparing adults, adolescents (and pre-adolescent children: Figner, Mackinlay, Wilkening, & Weber, 2009b) with both the hot and cold CCT show the following: In affect-charged conditions, adolescents exhibit, compared to both children and adults, the increased risk taking that is often observed in naturalistic risk taking. This increased risk taking is associated with impoverished use of the relevant information (specifically neglect of gain and loss magnitudes); again, very similar to what is observed in everyday risk taking in adolescents. In contrast, under relatively affect-free situations, adolescents and adults show the same level of risk taking and there is no general evidence for impoverished information use in neither adolescents nor adults. 

Thus, the cold CCT allows for the assessment of people’s 'cognitive ability' in risky DM and thus to test for hot vs. cold explanations of risk taking. (In our studies showing that adolescents did not have any cognitive deficits, since they performed at par with adults on the cold CCT, both with respect to their levels of risk taking and their use of information regarding gain magnitudes, loss magnitudes, and probabilities; Figner et al., 2009a; see also Figner, Kotabe, Hardisty, & Weber, in preparation). The comparison between hot and cold CCT performance further shows that charging the situation affectively has a strong impact on adolescents' risky decision making (and far less so on adults' and children's; Figner et al., 2009a,b) such that adolescents 'cognitive abilities' (which they have to been shown with the cold CCT) appear not to be put to use under these conditions (presumably due to immature cognitive control resources), resulting in the twofold pattern of increased levels of risk taking and the impoverished use of relevant information (particularly gain and loss magnitudes). The same methodological approach to decompose 'core concepts' in risky DM has been recently successfully used in a task that assesses risk taking and allows the decomposition of sensitivity to EV, risk (outcome variability), and aspiration level (the "Cat & Mouse Risk Task," Figner & Schaub, under revision). This task has been designed such that it can be used successfully in children as young as 5 years of age.

Risk taking in the (hot) CCT has been shown to be correlated with need-for-arousal (Figner et al, 2009a); smokers take greater risks than non-smokers; and risk taking in the CCT correlates with risk taking as measured by the Dospert scale (Figner et al., in preparation). In addition, we now know that risk taking in the CCT is associated with level of prefrontal functioning and self-control (proxied both by COMT polymorphism as well as inhibitory control assessed via go/no-go and BIS; Figner et al., 2009b; unpublished data).

Discounting
The extent to which an individual discounts future costs or benefits is subject to similar situational as well as individual variation as described for risk taking above. Preference (whether expressed in choices or judgments) is a constructive process (Weber & Johnson, 2009) that is influenced by both chronic and transient factors. The domain of the decision influences discount rates, as does framing of outcomes as gains or losses (Hardisty & Weber, 2009), and the direction in which immediate vs. delayed choice options are compared (Loewenstein, 1988; Weber et al., 2007). Memory retrieval (Weber et al., 2007) as well as self control processes (Figner, Knoch, et al., 2010) plays a role. 
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Links to further information on DOSPERT, CCT and the Cat & Mouse Risk Task

DOSPERT 

http://www4.gsb.columbia.edu/decisionsciences/research/tools/dospert/
CCT

http://www.dmidi.net/Columbia+Card+Task

http://www4.gsb.columbia.edu/decisionsciences/research/tools/columbiacardtask

Demo versions

https://vlab2.gsb.columbia.edu/cct/game2-instructions1.php

https://vlab2.gsb.columbia.edu/cct/game1-instructions1.php

Cat & Mouse Risk Task:

http://www.dmidi.net/Cat+%26+Mouse+Risk+Task

Additional Participants:

Cary Frydman is an advanced is a graduate student in economics at Caltech, working with Antonio Rangel. His current research focuses on using neuroeconomic techniques to study financial decision making. He is also interested in asset price bubbles and information aggregation in markets.

Camelia Kuhnen, PhD is Associate Professor of Finance at Kellogg School of Management, Northwestern University.   Her research in neurofinance involves the neural basis and genetic determinants of financial risk taking. 

Chris Hansman is a research professional here in the Department of Economics at the University of Chicago working with Prof. James Heckman on research linking genetics and economics.
APPENDIX A

Meeting Agenda

8:30 – 8:45 a.m.:  
Workshop Goals/Formal Introductions 

8:45 – 9:45 a.m.:  
Survey and Panel Data on Economic Phenotypes
· David Weir, Michigan – HRS GWAS: New Opportunities in the Health and Retirement Study (15 min)
· Bernd Weber, Bonn – Experience from the German Socioeconomic Panel: Pre-panel for Experimental Testing; Genetic Approaches (15 min)
· David Bennett, Rush – Measuring Decision Making in The Rush Memory and Aging Project: A Genetics and Neurological Perspective (15 min)

· Eric Johnson, Columbia – Opportunities for Using Internet Panels for Neuroeconomics Research (15 min)
9:45-10:30 a.m.: 
Discussion 
10:30 – 10:45 a.m.: 
Break
10:45 – 11:45 a.m.: 
Genetic Approaches to Studying Economic Phenotypes: From Genes to Brains to Behavior to Populations
· Turhan Canli, Stony Brook – Neurogenetic bases of individual difference in emotion and cognition: Outlining the critical steps for linking genes to brains to behavior  (20 min)
· Nelson Freimer, UCLA – Phenomic investigation of neurobehavioral traits in large population samples (20 min)

11:45-12:30 p.m.: 
Discussion

12:30 – 1:45 p.m.: 
Lunch (on your own – Kafe Kellog located in building)

1:45 – 2:45 a.m.: 
Neuroeconomic and Cognitive/Affective Neuroscience Approaches to Capturing Individual Differences in Economic Behaviors: Short Presentations on Promising Candidate Measures

· Samuel McClure, Stanford University  – Inter-temporal choice (10 min)
· Carl Lejuez, University of Maryland – Risk-taking (10 min)
· Eliza Congdon, UCLA – Impulsivity (10 min)
· Gregory Samanez-Larkin, Vanderbilt University – Gain/loss anticipation (10 min)
· Todd Braver, Washington University, St. Louis – executive control (10 min)
· Cary Frydman, Cal Tech – MAOA-L carriers are better at making optimal financial decisions under risk (10 min)


2:45 – 3:45 p.m.: 
 Moving Forward: Proposed Approaches and Challenges

· Elke Weber, Columbia – Commentary: Perspective from psychology (15 min)

3:45 – 4:15 p.m.: 
Break
4:15 – 5:15 p.m.: 
Discussion and Integration – Research Needs, Development of a Toolkit for Measurement of Economic Phenotypes
� Despite a clear recollection of getting to the basic process interest, I can’t really remember how I got to using the balloon. No fewer than 5 people claim to have given me the idea, but if pressed I will say it came to me while showering.


� The Iowa Gambling Task (BGT; Bechara, Damasio, Damasio, & Anderson, 1994) originally was developed to better assess decision-making processes regarding pathological behavior resulting from neuropsychological impairment (e.g., Bechera, Damasio, Damasio, & Anderson, 1994; Rogers et al., 1999). More recently studies have provided evidence suggesting that drug abusing individuals may be more "risky" than nondrug abusing individuals on the BGT (Bechara, Dolan, Denburg, Hindes, Anderson, & Nathan, 2001; Petry, 2001; Petry, Bickel, & Arnett, 1998). These results indicate that the IGT could be used to identify and important characteristics in drug users associated with risk taking. In the IGT, the participant is provided with four decks of cards on a computer screen. Using a mouse, the participant clicks on any of four decks, producing a display on the computer screen indicating the amount of money the participant has won or lost as a consequence of selecting that deck. Once the money is added or subtracted, the face of the card disappears, and the participant can select another card. For two decks (A and B), the winnings are high but the losses are even higher, whereas for the other two decks (C and D), the winnings are somewhat low but the losses are even lower. Thus, according to Bechara et al. (2001), decks A and B are “disadvantageous” while decks C and D are “advantageous.” When used to determine the likelihood of individuals’ engagement in real-world risk behaviors such as problematic substance use, it is expected that risk prone individuals will select more cards from the disadvantageous deck than the advantageous deck. 





� The remainder of this piece was adapted from a Science Brief published in the July 2010 issue of the APA Psychological Science Agenda.





