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Neil Buckholtz, Ph.D. (Chief of the Dementias of Aging Branch of the Neuroscience and Neuropsychology of Aging Program at the National Institute on Aging at NIH):
If you could please be seated. It is my pleasure this morning to introduce the director of the NIH, Dr. Francis Collins. 
Francis Collins, MD. Ph.D. (Director, National Institutes of Health):

Good morning to all of you. I am delighted that today has come, and I know many people have worked very hard to make this summit possible. You and I have high expectations for this kind of scientific discussion and opportunities for debate about the trajectory for research on Alzheimer’s disease, a disorder that we all agree deserves our intense attention over the next day and a half as we seek to identify, in this remarkable moment, how to make the most of the research advances that seem now to be possible to try to do something about this really serious circumstance now with more than 5 million people affected with Alzheimer’s disease, and with the cost of caring for them approaching $200 billion a year. The trajectory that one sees if nothing happens, given the aging of the population, could become an even greater disaster for individuals, families, caregivers, and our whole nation. So, the importance of the problem can hardly be overstated. And yet, there is among all of us, I think, a sense of optimism that we have scientific opportunities emerging now which perhaps we might not have imagined could come along so quickly, and now give us a real sense of progress in this area and an opportunity to accelerate that.  
I do think there are a number of scientific developments in the last two months that are deserving of attention for a moment here, and I’m sure they will be highlighted in the course of the next day and a half. For me, as the director of the NIH, one of the remarkable experiences is to be able to survey all that is happening in biomedical research on any given Monday or Tuesday and see what new developments have suddenly emerged. I have to say that for Alzheimer’s disease, it has been a remarkable ride over just the last few months. That builds upon many efforts that many of you have been carrying out over many years. 
I don’t meant to imply this bursts out of nowhere, because there has been a lot of work to get us to this point, including enormous amounts of effort that involved building of teams, public and private partnerships, and many other components to get us where we are. I can single out, for instance, some of the things that we have learned about the effect of Alzheimer’s on the brain based on imaging capabilities that have allowed us to see these advances earlier than we probably dreamed possible. 
Certainly the public-private partnership, the ADNI Alzheimer’s Disease Neuroimaging Initiative, a very important partnership with industry, has been a critical part of getting us to that point. And I think it is pointed to by people outside of this field and across many different fields as a great example of how industry and academia and NIH can work together to advance the field, making data broadly accessible that otherwise would not have been within reach. These advances in imaging have led to the ability between NIA and the Alzheimer’s Association to revise diagnostic guidelines for the first time in 27 years. This is a really valuable step forward. 
In another area – genetics – the ability, by utilizing new maps of human variation, to scan the entire genome and look for additional risk factors for Alzheimer’s disease going beyond the well-established ApoE4 effect has led us to at least four additional risk factor genes, with others under scrutiny. This progress is pointing us to pathways involving inflammation and lipid metabolism, which I might not necessarily have known about were it not for the lens that the genome-wide association studies have now provided in giving us new clues in terms of pathogenesis and ultimately means of prevention and treatment. 
I think our basic understanding of how Alzheimer’s affects the brain has certainly made several advances in just the last few months. Certainly, this recent realization that the TAU protein is in fact spreading from neuron to neuron, as opposed to being produced entirely in an endogenous, cell-specific way, is a revelation that most people were not expecting in terms of understanding the pathogenesis, and gives a window into how to stop that spread. Neurons are not just committing suicide. They’re also committing homicide on their neighbors, and if we can figure out how to stop that at a time where TAU is passing from one cell to the next, that would be a remarkable, exciting new direction to go. 
Along with that is our ability to use this new technology of induced pluripotent stem cells to derive cells from individuals who have Alzheimer’s disease of the dominantly inherited form, the sporadic form, or normal controls, and showing, as was recently done, that there are differences between those cells if they’re differentiated in the cortical neurons that provide a signature that may give us clues to pathogenesis and may also provide an opportunity for direct screening of drug compounds that could be seen if they have benefit against that cellular phenotype. 
That again is not something a few years ago we could have imagined possible, and now here it is with all the potential that carries for follow-ups. 

In terms of translational research, what we’ve learned about the basic science of Alzheimer’s and moving forward toward therapeutics or preventive strategies: Since 2006, NIH has funded close to 60 Alzheimer’s disease translational research projects that support early drug discovery and preclinical drug development. With the establishment of the new National Center for Advancing Translational Sciences (NCATS), there is another partner on the scene here that may be able to assist in dealing with some of the bottlenecks that otherwise have vexed the process of developing therapeutics for lots of diseases, including this one. One thing that NCATS was able to achieve 10 days ago was an agreement among three pharmaceutical companies—Pfizer, Lily, and Astra Zeneca—to open their freezers and make compounds available for new applications that have already been in human subjects as part of clinical trials, but turned out not to be effective for the disease they were being tested against. That list of compounds will be available in June and investigators can then make application if they have a new idea about how to use those compounds for a different disease. 
Arrangements can then be made with standard templates about how to set that research program up, and NIH, in the form of NCATS, is setting aside $20 million next year to support those repurposing efforts, including a bit of preclinical study. But one can go almost immediately to a Phase II trial, because these are compounds known in humans with a lot of information about their pharmacokinetics. 
So that is a potential shortcut in the efforts to develop new therapeutics that’s worth paying attention to, and we’re expecting other companies to join this effort as well. Having seen that list, I can tell you that many of these compounds do cross the blood-brain barrier, and therefore may be of interest to people in this audience. 
If you think it seems unlikely that that kind of drug repositioning would be beneficial for diseases like Alzheimer’s, which has been challenging to attack, then I would point you to that recent, remarkable paper in Science. Work on the mouse model of Alzheimer’s disease showed that a drug developed, actually not for a brain disease, but for T-cell lymphoma, the drug called [bactherapine], when given to the mouse model, is capable of reducing the amount of amyloid in the brain by about 50 percent in just 72 hours, which is a truly remarkable result, and also showed improvement in mouse performance as a consequence. Whether that mouse model is a favorably well-designed one for human disease is something I’m sure that will be discussed and probably argued a bit in the course of this meeting, but you can’t look at the result without feeling energized about what it might say. It also tells us something about how APOE plays a role in the disease, because after knowing about the genetic risk from the ApoE4 allele, we’ve been arguing about exactly how that plays a role in disease. This particular study shed new light on that. 
In terms of clinical trials—which is where I think ultimately we hope to see this field go—with compounds that show clear evidence of activity in cell models or animal models—we want to try to speed the process of getting those into clinical trials and to do so in a way that has the maximum likelihood of yielding meaningful results. This certainly means that we are going to need to focus carefully on which kinds of patient populations are most likely to give us the information we need. And probably, individuals with far advanced disease are going to be very challenging, and we may need to think much harder about how to design trials that are basically enrolling individuals very early in the course, perhaps even before much in the way of symptoms has appeared. People have argued, for instance, that if you were testing patients to see what was beneficial for cardiovascular disease, you would not test with far-advanced congestive heart failure because it would be unlikely to see much benefit. Likewise with Alzheimer’s, we need to figure out where is the best window of opportunity for testing therapies that will be talked about. 
The recent pilot study—one we’re excited about but needs to be expanded—using a nasal spray form of insulin, which showed a delay in memory loss and preserving cognition, is one example of a new idea that clearly deserves additional work. For obvious reasons, given the public health urgency and the scientific opportunity, with much leadership from Richard Hodes, the remarkably dedicated leader of the National Institute on Aging, and others, NIH has stepped up in a fairly unprecedented way to make Alzheimer’s disease a very high priority for our research agenda. 
We did announce that this current fiscal year will include the identification of an additional $15 million for Alzheimer’s disease research that otherwise would not have been part of the usual scheme of things. Because this is not a time for the usual scheme of things. In the President’s budget, as you heard announced a couple of months ago, there is an additional proposal of $80 million in FY 13 to be utilized to accelerate Alzheimer’s disease research. Tomorrow at 10:30 a.m., my boss, Secretary Kathleen Sebelius, will be here because she wanted to come to this meeting to talk about the Alzheimer’s research plan and specifically to say something about how we’re going to utilize those $50 million of extra research support in the current fiscal year. So I won’t steal her thunder by telling you exactly what those proposals for grant funding are going to be, but they are now where they can be stated publicly by her tomorrow. So come for that. I suspect you probably will.  

Again, I am delighted to be here. I want to thank Richard and the others who have worked so hard on this. I want to thank the advocates for Alzheimer’s disease who have tirelessly put forward the case of why this is a time where we as a nation need to take vigorous action to address this problem. I want to thank the scientists who have made this possible by your work over the course of many years to get us to the point where I think we can collectively see a real inflection point, having arrived where we might be able to accelerate progress in a way that offers real hope to those who are affected. I mostly want to thank those who are advocates themselves and also caregivers, for your dedication to this topic and to your families, and for the hope you’ve placed in this meeting and others like it to try to find answers. It is to you that we dedicate our efforts today and tomorrow and going forward. Thank you very much. 
Richard J. Hodes, M.D. (Director, National Institute on Aging at NIH):
I would like to add my own thanks to all of you for your participation in this momentous meeting. The fact that we have oversubscribed the registration in this, our largest venue at NIH, is a tribute to the depth and breadth of commitment to the importance of this program. And I’m happy to say we have webcasting that will allow us to transmit the proceedings even further, and that we are joined by the media, who will also helped to propagate this. 
The representation of the meeting here is reflective of the broad constituencies that understand that Alzheimer’s research aimed at treatment and prevention is an international group that includes academics, industry, and private-sector advocates, and perhaps most of all those who share a commitment to family and loved ones who are affected or may someday be affected by this devastating disease. There has been a lot of work done in the background before this meeting that I want to acknowledge as well. All of the session chairs and the speakers and the discussants have had multiple pre-meetings to stage the framework for the conversation we’re having. That conversation will occur here, and I also want to note, as you see in the agenda, that a substantial time is permitted in each session for participation by the audience, input that is extremely important. 
Neil Buckholtz, who I will thank and introduce in a moment, will probably be the strong arm who will be responsible for making sure that we discipline the input so as many people as possible have a chance to have that input.  In addition to the work of the meeting participants, other background has included the collaboration of the Alzheimer’s Association and the National Institute on Aging on generating an ontology that is a formulation of the terminology for the first time that will allow all who support and monitor aging research to understand the breadth of that research in categories that are meaningful and with that information to maximize the interaction and efficiency and minimize the number of gaps or unnecessary duplications that occur. I’m happy to announce that last year this disease research inventory was posted, and you can find it on the NIA.NIH.GOV website. Over the next months, it will be transmitted into a database that will be all the more efficient. 
Right now it includes all the research from NIH, other Federal agencies, and the Alzheimer’s Association. It will grow to become an international resource. The meeting we are here for today, as Francis noted, is an important part in the mission that was laid out in the National Alzheimer’s Project Act, which will commission the release tomorrow of the first National Alzheimer’s Plan. 
It is most critical that the plan be implemented with the best judgment and science as determined by experts. So we’re enormously pleased to be able to have the advantage of the intellect, the experience, and the perspectives of all of you here participating in this meeting to allow this to serve as, in the very most effective way, what we are all committed to next:  the implementation, with all due haste and efficiency in our translation, of the most basic of research into the interventions that are the goal for all of us. I will now take a delight in thanking a number of people who have been most critical in the background of this meeting. Many of you have heard from Tamara Jones, who has worked tirelessly with you, as well as the Department, and those involved in sponsorship, as has been noted, Neil Buckholtz has been a great leader, not just in formation of this summit, but in fact in Alzheimer’s research across the nation over these past years. 
So my next great pleasure is to introduce Neil Buckholtz, who will tell you how the meeting will proceed. Welcome, and I look forward to sharing with you the excitement over the next two days.

Neil Buckholtz:

Thank you, Richard. There are a number of people who have worked very hard to make this meeting a reality. I would like to give special recognition and thanks for their tireless efforts to my colleagues, Suzana Petanceska, Bruce Elliot, and Tamara Jones at the National Institute on Aging. And Erika Tarver, Andrea Pritchett, and Josh Walker at the Foundation for NIH. 
I have a number of housekeeping and procedural announcements to make. First of all, the restrooms are at either side—very critical aspects—outside the auditorium. Secondly, please keep your badges for Day Two. As you may have noticed from the agenda, we have not put any specific breaks in because there was really no efficient way to get more than 600 people in and out of the auditorium in a reasonable time. So please feel free to take a break whenever you need to. There will be light refreshments outside the auditorium in the morning and afternoon starting at 9:00 a.m. These products have been provided through private donations to the Foundation for NIH. No 
Federal funds have been used for the food. At the registration table, there are box lunches available for purchase. They will be available at tables outside the auditorium to pick up at the lunch break. However it’s important to note that there is no food or drink allowed in the Natcher auditorium. 
To each of the sessions, the chair will introduce the topic in a 5-minute time period, then the chair will introduce each of the speakers for his or her 15-minute talk. Speakers will then go back down to their seats. After the talks, there’ll be a number of formal discussants who will have 5 minutes to address a specific aspect related to the topic of the session. If the discussion is not done by his or her 5 minutes, the Summit slide will come on, indicating we need to go on to the next person. I will ask the formal discussants to come on to the stage all at once after the last speaker of the session. And then after the discussants are finished, I would ask the speakers to come up to the table through the open part of the discussion. 
We have provided, as Richard indicated, an open discussion period after each of the sessions. But because of the large number of people attending the Summit, we have a 2-minute limit for questions or comments from the audience. This will be enforced by the session chairs. There are simply too many people present for lengthy comments. For those of you in the balcony, you can come down to the auditorium if you would like to make a comment or ask a question. 
If you are not able to provide your comments during the discussion sessions, or if you would like to make additional longer comments, and those people watching by videocast as well, we have set up a website where you can upload your comment. You can send your comments about the Alzheimer’s Disease Research Summit 2012: Path to Treatment and Prevention to niaadresearchsummit@mail.nih.gov. This information is posted on the NIA website. So again, niaadresearchsummit@mail.nih.gov. Comments received by Friday May 18th will be added to the final Summit transcript, which will be sent to the Secretary of HHS for her consideration, along with the recommendations from the summit. Please indicate which session you are commenting on in your text message and your e-mail. So, for example, “Session One - Interdisciplinary Approach  to Discovering and Validating…” Please be advised that we will not be responding individually to your emails. We simply cannot do that. 
So, now it gives me great pleasure to introduce our speaker, Dr. Ken Langa, who will talk about the social and economic impact of Alzheimer’s disease. 
Ken Langa, M.D., Ph.D. (University of Michigan) (Plenary Lecture):

Thank you and good morning, everyone. It’s an honor to be here with you at this important meeting. As Neil said, my job is to place Alzheimer’s disease and dementia into the social and economic context in the United States amplifying on some of the remarks that Dr. Collins made earlier. I have no conflicts of interest.

So, I would like to focus on three issues this morning, to try to do the job of putting Alzheimer’s disease in a social and economic context. The first issue is that dementia has a social and economic impact as large as other important and common diseases such as heart disease and cancer. As Dr. Collins alluded to, absent new effective interventions, the societal impact of dementia is likely to grow almost fourfold in the next 40 years, due to the aging population. Is also important to note that one of the reasons we’re talking about Alzheimer’s is because of some of the successes we’ve had with heart disease and cancer, for instance, so some of the public health and medical science breakthroughs that have allowed people to continue to live to ages at which the risk of Alzheimer’s disease goes up so greatly. The second point I’d like to focus on is that the burden of dementia affects families, and as Dr. Collins mentioned, especially women, more than other common chronic diseases. We’ll talk a bit more both about the prevalence of AD in women and about the burden of caregiving that falls much more on women than on men. Related to that last point, I’d also like to discuss some more demographics in this country regarding the decline in the number of family caregivers in the decades ahead, which may lead to the perfect storm. There will be an increase in caregiving needs because of this growth in dementia cases, but at the same time a declining caregiving supply. There will be fewer caregivers available to provide the care needed for this large growth in the people with Alzheimer’s disease and dementia. 
So, turning to social and economic impact, my first point is one that I think is actually obvious but important to remind ourselves once in a while that dementia is extremely scary to people. The particular way Alzheimer’s disease and dementia affects people—the erasure of memories, and changes of personality, and the way it affects families is an especially troubling prospect to people. 
These are data from Ken Dychtwald at Age Wave, a survey that was done where people were asked to name a couple of their most frightening disabling diseases in later life. You can see here that Alzheimer’s led the way, cancer and stroke coming in second and third. So a very scary and troubling prospect to people. 
Another way to show that is some quotes from people. This is from New York Times article a while ago that more than death elderly fear dementia. So if I forget something,  I begin to think that “Oh my God, I have Alzheimer’s. That is worse than death.” People fear this worse than death because it steals your personality and turns you into somebody that requires total care. So it’s an obvious idea to many here that Alzheimer’s disease is not just affecting a patient. It has a huge impact on the family and spouses, and rippling across generations. 
Turning to the main economic impact of Alzheimer’s disease, I will focus on caregiver time and nursing home care, two aspects that account for the largest chunk of the economic impact of Alzheimer’s disease and dementia. 
These are data from the Health and Retirement Study, an NIA-funded cohort study going on since the early ‘90s. We asked people about the amount of time they received care from their families. We also do cognitive testing and assessment so we can get a sense of their cognitive function. You can see here, this is just the weekly hours of care from a family on the y-axis for folks with normal cognitive function and then mild, moderate, and severe dementia. This is controlling for all the other chronic diseases that people have. So this difference between 5 hours for someone with normal cognitive function and 46 hours with severe dementia is the “marginal impact” as economists would say, so the additional impact of dementia. So again, not surprising for someone with severe Alzheimer’s caregiving is literally a full-time job, more than 40 hours per week of additional care simply to address the issues of dementia. 
And then to put the total caregiving into a population perspective, these are data from the Health and Retirement Study. We looked at total caregiving time among families for the various chronic conditions that we identify in the health and retirement study. You can see here that dementia leads the pack, unfortunately again about 30 percent of total caregiving time among families specifically to address issues of dementia. You can see the brain is a very important organ for the family and for caregiving, obviously dementia, stroke, depression—these issues having the largest impact on families because of the dependency that dementia causes. 

Turning to this point about gender issues in Alzheimer’s disease, I think it’s clear that dementia caregiving falls much more heavily on women. Recent surveys suggest that about 15 million Americans provided unpaid care to a person with dementia in 2009, and nearly two thirds of those caregivers with women. And these caregivers have a lot of other things on their plate too. So about 55 percent are primary breadwinners and 26 percent are in this so-called “sandwich generation,” where they’re trying to provide care to elderly parents or spouses, as well as children under the age of 18 living with them. 
And then again because of the specific way in which Alzheimer’s disease and dementia affects people, adult dementia caregiving usually extends longer than caregiving for other chronic diseases because of the long onset and time course of Alzheimer’s disease and dementia. So about 43 percent of caregivers are providing care up to 4 years, almost a third providing more than 5 years, and again that is longer than for other chronic diseases that were addressed. 
And then women not only provide more care but are at higher risk for having unmet needs or getting less care, so these are data from the Health and Retirement Study, and these are all disabilities and not just dementia. [Referring to slide] You can see that older disabled women are much less likely to be married, because their husbands die earlier than they do, so about 28 percent versus 74 percent of disabled women were married. Twenty-eight percent were married. They are much more likely to be living alone: 45 percent versus 17 percent. They are more likely to have low net worth, so 24 percent versus 11 percent. So the caregiving supply, if you will, for women, is much less generous than for men—they are more likely to be alone. But interestingly, even when they are married, disabled women receive less care from their husbands than disabled men received from their wives. And disabled women, therefore, tend to receive significantly fewer hours of informal care from their spouse and family than men do. My wife told me she was very unsurprised by this finding. I’m not exactly sure what she meant by that. 
Focusing on dementia, [referring to slide] these are data from the Health and Retirement Study from a substudy on Alzheimer’s called the Aging Demographics and Memory Study or ADAMS, that has been funded by NIA over the last decade or so. It’s a busy slide, so let me orient you to this. This is number of people, so people with dementia go here. And then the red bars are men, the green bars are women. These are folks with dementia who are married, have a spouse; [this category is] no spouse, and [this category is] people living in a nursing home. So the first thing to notice, there is more green than red obviously. So again, because of the longer life expectancy of women they are more likely to get Alzheimer’s disease. This is not the age-specific risk but because they are living longer, so about two-thirds of dementia cases we estimated from the ADAMS study were in women. The next thing to notice is that the most common situation for men with dementia is to be living with a spouse in the community. Whereas, for women that is the least likely, by a long stretch, of situations to be in. Fully a third of people with dementia were women in the community without a spouse. And these are people we think are at higher risk for having unmet needs. In nursing homes, women are much more likely to be making a larger proportion of the nursing home population with dementia than men. So both in terms of having the disease and then providing care, women have significant more burden of Alzheimer’s disease and dementia. 
Just a note on nursing home care. Again, because we think it’s such an important aspect of the total cost of Alzheimer’s disease and dementia, not surprisingly the risk of nursing home entry  increases as dementia severity increases. We think about 10 percent of people with mild dementia are living in nursing homes on average in the country, about 50 percent for severe dementia. This risk of nursing home entry is influenced by a number of things, both patient and caregiver characteristics. Obviously again, in this living situation, a key issue is what is your social support at home and are you alone or living with a spouse or with kids. Are people alone much more likely to enter a nursing home. 
Race and ethnicity have interesting relationships. African American and Hispanic elders are more likely to remain at home with their families than to enter nursing homes. As most of you probably know, a number of psychiatric symptoms increase the risk that someone will enter a nursing home, things like depression and delusions, for instance. Again, nursing home care is quite expensive, about $80,000 per year currently and about 40 percent of the total direct costs for dementia care are attributable to this high risk for nursing home placement. 
So, to try to add all this up, [referring to slide] these are data from the Medical Expenditure Panel Survey as well as other information from the Alzheimer’s Association and other surveys. The current direct medical costs attributable to dementia are similar to those for heart disease and cancer. Recent estimates, again from NEPS are about $102 billion a year for heart disease, and $80 billion for cancer. The estimates for dementia have a range from about $100 to $150 billion per year. This is just for direct medical costs, things in the healthcare system. Again, I have already argued that the informal caregiving costs for dementia are greater than for any other disease. So again, from an economic impact, we think dementia and Alzheimer’s disease have as high or higher costs than these other common and important diseases. 
Then finally, in terms of social impact, this issue of mortality, how many people die with Alzheimer’s disease and dementia [referring to slide]? This is some work partially supported by the Vradenburg Foundation, work with Kristine Yaffe and David Weir and David Bennett, where we’re trying to get a better sense of how many people have Alzheimer’s disease or dementia when they die. You may know that in vital statistics, the current estimate of whether Alzheimer’s disease or dementia was mentioned anywhere on a death certificate is about 275,000 deaths per year. In the research we’re doing with the Health and Retirement Study and some of David Bennett’s cohorts, we think this is about a 100 percent undercount. And there is other work that shows that Alzheimer’s disease and dementia are less likely to be marked on a death certificate at the time of death. We actually think that the number of people who die with dementia or Alzheimer’s disease is probably more likely 500,000 or 600,000 per year. Again, we’re working on papers to try to get that peer-reviewed and out into the world. 
We think dementia has this huge and important impact, though unfortunately we think that research funding, at least so far—Dr. Collins talked about the changes that are coming, but at least right now—dementia is significantly less well-funded in terms of research than heart disease and cancer. These are the different categorical spending tables at the NIH website: heart disease is significant at $3.75 to $7 billion a year, and dementia is about $680 million per year in fiscal year 2011. 
Now turning to this idea of the growth in dementia cases and the decline in caregivers. This is a perfect storm coming with a huge increase in need for caregiving, but a decline in the number of people that can provide caregiving. 
[Referring to slide] These are charts most of you have seen at least once or twice in the last few years. This is the growth in the elderly population in the United States, so this is the age 65 population, in 2010: about 33 to 34 million -- actually more like 40 million people in 2010.  That was about was about 13 percent of the U. S. population. I About 40 years from now—that number will more than double to about 90 million people age 65+, and about 20 percent of the U. S. population will be 65 or older. 
From the perspective of Alzheimer’s disease and dementia, an even more important graph to look at is the old-old population, so to speak, or those who are 85 years old and older. You can see that in 2010, it was about 6 million, or 2 percent, of the U. S. population. That number will skyrocket to almost 20 million people by 2050, up to about 4 percent of the population. 
Again, as you know, the risk for Alzheimer’s disease and dementia shoots up significantly in the 80s. We think perhaps 30 to 50 percent of 85-year-olds and older have Alzheimer’s disease or dementia. So this large, large growth in the number of older adults due to the aging of the baby boom cohort will have a huge impact and will drive demographics and the social impact and economic impact of Alzheimer’s over the next 40 years. To put prevalence numbers on those, we think this large risk of the elderly will lead to a big increase in cases of Alzheimer’s disease and dementia, maybe 3 to 5 million up to 9 to 16 million by 2050, 27 million worldwide from some international estimates to 100 million. So absent new interventions to prevent or delay dementia, we think this burden will grow at almost fourfold in the next 40 years due this huge growth in cases. 
On the other side of this perfect storm argument, we’ve talked about the large growth in cases. What is the caregiving supply going to be out there in the United States? [Referring to slide] This is again a population estimate in millions, the green is showing the large increase in the elderly population, 65+, but here is the 40- to 55-year-old population, so some of the caregivers, right here. You’ll notice that that population doesn’t grow as much, and actually about 15 years from now, we’ll have this flip in the elderly population being larger than the 40- to 55-year-old population. So, a declining availability of caregivers. Another way to look at this is the old age-dependency ratio. This is simply the ratio of the number of people age 65 and older to the number of people 20 to 64, the classic working age population. In 2010 there are 22 65-year olds or older people in the United States for every 100 20- to 64-year olds. You can see that will grow a relative amount by 50 percent up to about 37 by 2050. Again 37 people 65 and older for every 100 people 20 to 64. 
So again, this divergence of need and supply of care. Even now, you may have seen this information which was published in the Alzheimer’s Association recent Facts and Figures: 15 to 20 percent of older adults with dementia live alone. Those alone are more likely to be women and poor, as we’ve talked about, also more likely to have unmet needs, self-neglect, and again are at much higher risk for nursing home placement. And given the trends we’ve talked about, the number of adults with dementia living alone is likely to grow significantly in the next 40 years. In addition to the impact on people with dementia, there is also an important policy issue here. If more people are living alone with dementia, more are likely to enter nursing homes. Medicaid, at least right now, is the key payer for nursing home care. Are we going to have a huge shift in costs to the public accounts in terms of Medicaid as we go forward? The impact on public budgets, on Medicaid, will be even larger than just that increased in people alone because of this shift. 
Finally, a last piece of this perfect storm argument: Are caregivers actually going to be healthy enough to provide care in the 40 years going forward? You may know, favorable population trends of declining physical disability over the last few decades seem to be reversing, or at least, there is some evidence of that. For instance, between 1997 and 2007 mobility difficulties actually increased for the 50- to 64-year-old population. Researchers in this area think it is most likely related to obesity and increasing rates of diabetes. As you know, child obesity has exploded in the last 20 to 30 years with an accompanying large increase in childhood diabetes. The cost of risk of complications from diabetes including mobility complications increased with the amount of time someone has diabetes. It’s possible for that future caregivers—the teenagers, 20-, or 30-year-olds now who seem to be less healthy and having mobility difficulties may actually not be able to provide as much care as the current caregivers. So not only fewer numbers, but perhaps less healthy and less able to provide care. 
That was all a little bit on the pessimistic side. There is, we think, some good news and perhaps some sun between the storm clouds of this perfect storm that we talked about. Just wanted to mention that in closing. 
Is age-specific dementia risk decreasing? There is some evidence, and a number of cohort studies have found evidence suggestive of decreasing age-specific dementia risk over the last two decades. I should say not all cohort studies have found this. The evidence is definitely mixed. But there have been a few studies that show this declining risk of dementia. Again, this is separate from  what everyone believes that unless there is an intervention that significantly decrease risk that the total number of cases will go up because of this aging of the population. But at any specific age are you less likely to get Alzheimer’s disease with dementia? We think that that risk may have gone down, possibly due to increasing levels of education among older adults over the last 20 or 30 or 40 years. And as many of you know education seems to be protective against Alzheimer’s disease and dementia, possibly through the cognitive reserve pathways. But also there’s good evidence that we’re treating cardiovascular risk factors better than we have in the past, and it could be that those better treatments are protecting the brain and might be decreasing risk of Alzheimer’s disease and dementia. There was a study published last week in Neurology from the Rotterdam study group that found that decreasing incidence during the time period of their study between 1990 and 2005 and interestingly, they have imaging data during this time. They found declining levels of small-vessel disease. White matter changes actually increase in total brain volume over this time. So again, it fits, and provides a bit more, stronger evidence that it could be that age-specific dementia risk might be going down due to both social and education issues, as well as the treatments of cardiovascular risk factors. 
Barnes and Yaffe had an interesting and provocative paper last year related to this issue of cardiovascular risk factors that estimated that up to 50 percent of Alzheimer’s cases worldwide could be attributable to modifiable risk—again these cardiovascular risk factors: diabetes, lack of physical activity, hypertension, and obesity, those kinds of cardiovascular risks, as well as low education and depression. The implication is if we can address some of these risk factors while we are working and waiting for the scientists here to figure out targets for interventions and to come up with them, we need to work on some of these things too, I would argue, maximizing educational opportunities for children and throughout the life course, as well as getting people off the couch and moving around and increasing physical activity, to address some of these cardiovascular risk factors. 
To conclude, I have argued that dementia has a social and economic impact as large as other important and common diseases such as heart disease and cancer. This impact is likely to grow fourfold in the next 40 years due to these important demographic shifts we have talked about. Our success here at NIH in figuring out some interventions for heart disease and cancer is one of the reasons why we’re having this large increase in Alzheimer’s disease and dementia. That success has led to this unintended consequence that now we need to dive in and figure out also. The burden of dementia affects families, especially women, more than other common chronic diseases. Because women live longer, they are more likely to have dementia. They also provide much more, the majority, of care for other family members with dementia. And then this possibly worrying decline in the healthy available family caregivers may lead to this caregiving perfect storm, where we have a big increase in need and a decline in available caregivers, and again we’ve talked about the impact this might have on public expenditures in terms of especially Medicaid and possibly Medicare also. 

Some of the implications of these issues: We think current research funding for dementia may not match the magnitude of this coming storm of societal and economic impact of dementia on patients, families, and social programs, and again that seems to be changing now and we hope that the momentum that Dr. Collins mentioned will continue. This AD Research Summit can help highlight the current limited treatment options for dementia and set, in the words of the organizers, “a multidisciplinary research agenda that will accelerate the development of successful therapies for Alzheimer’s disease across the disease spectrum. 

Addressing the societal impact of dementia requires bold investments, and innovative science that may have the major impact on the health of older adults, and the costs to families and government in the coming decades. I just wanted to acknowledge funders here, especially the NIA, VA, and the Alzheimer’s Association, and thank you very much for your attention. 
Session 1: Interdisciplinary Approach to Discovering and Validating the Next Generation of Therapeutic Targets for AD
Michael Hutton, Ph.D. (Eli Lilly) (Session 1 Chair):

And so, we’ll now move on to Session One, which will focus on the very earliest stage of translational research and drug discovery. It is entitled “Interdisciplinary Approach To Discovering  and Validating the Next Generation Of Therapeutic Targets for AD.” After I’ve introduced the session, we will have three speakers: Stephen Friend, Richard Morimoto, and Lennart Mucke, followed by a series of discussants starting at 9:50, and then an open discussion starting at 10:30. And I understand the idea is to hold  the questions until the open discussion.

In introducing the session, I was asked to lay out the charge to the session or the challenge we face in this area. And first of all to make the point that drug discovery—certainly within Pharma, anyway—has a relatively narrow scope at present, with the vast majority of clinical programs currently focused on targeting the production or the clearance of Aβ amyloid. I want to  make it very clear that of course I think there are very good reasons we need to continue to develop and invest in this area, but nonetheless, it’s obviously a relatively narrow focus for our drug discovery. Beyond that, there is increasing investment in tau-based approaches, but really these are at a much earlier stage. Very few of these tau-based targets are currently in clinical developments, and the majority of this work remains preclinical. And of course, the reason for this narrow focus is that, at least to this point, drug development has relied on target validation that’s been dependent on human genetics, particularly some of the dominant forms of disease in neuropathology. A related point is that the vast majority of our discovery programs, even in the a-beta area, have really targeted the generation of pathology, or if you like, blocking the accumulation of misfolded proteins, and they are not targeting the mechanism-associated neurotoxicity. And again, there is a very clear reason for this, which is the continued uncertainty of exactly what are the major mechanisms that lead to a neurodegeneration in the disease. 
So the reason why this narrow scope is an issue is that ultimately the narrow scope of the discovery may ultimately limit our ability to treat this complex neurodegenerative disorder where we see an expanding involvement of neurocircuitry and related processes such as inflammation, and that’s  occurring even prior to diagnosis. And when a patient is diagnosed, we already know that they have the involvement of multiple brain regions and multiple neurocircuits. I remain optimistic, of course, that the amyloid-based targets will prove effective, particularly in the early stages of the disease, but I think it’s important to recognize that they are probably unlikely to recognize the complete solution to this enormous problem. 
The major reason why we’ve gone in this direction and the problems we face I think relate to the nature of the disease and the slowly progressive nature of the disorder, which takes decades to run its complete course. And that has really limited our ability to identify, and most significantly to robustly validate novel targets from other disease-related pathways. It’s made it very difficult for us to develop cell and animal models that recapitulate the disease process. And moving beyond that, even when you get into clinical developments, of course, the ability to do rapid, Phase II proof of concept trials—that’s very hard to do in this particular disorder because of that very slow rate of disease progression. The challenge for the field and the area of focus for this particular session is therefore: How do we identify new targets for Alzheimer’s disease, and especially how do we achieve target validation that is sufficiently robust to justify a drug discovery effort that will conservatively take at least 10 years and cost over a billion dollars? 
That is my brief introduction to the session and at this point will move on to the speakers that we have in this area starting with Stephen Friend from Sage Bionetworks. 
Stephen Friend, M.D., Ph.D. (Sage Bionetworks):

I like the speed at which we are moving. It’s a sign of the importance of the area and the urgency we have. I also want to thank the organizers for starting out with these discussions in terms of identification and selection of therapeutic targets. I’m going to cover two areas. I’m going to cover at a scientific level, some approaches that are emerging that may be necessary in order to better understand or have a better “cadre bowl” of targets from which to pick. And I’m also going to talk about cultural roles in terms of how we work together. 
For any disease area, but particularly for Alzheimer’s, if you are going to talk about looking at disease prevention and treatment, there are a couple of core elements that you’d like to have. These are inputs that are rather reasonable to assume. To prevent, you need to have clinical and molecular definitions of the disease; be able to predict progression; have drugs that target the mechanism. And to treat, you need to have clinical and molecular definitions of disease and disease-modifying therapies. 
Now, why did I put up that boring slide? Because we don’t have these. And this is very important, I think. If we had those, it would be relatively easy to execute and identify the targets. So we need to come up with and acknowledge the fact that don’t have those, and we need to go beyond our usual ways of working in order to come up with those ingredients for being able to identify the targets. This is a reference to Homeric ages, and it is to remember that if we keep working in the ways we have, if we listen to the sirens, we’re not going to get there. And if we want to begin to think in different ways, it is worth pulling back and looking at how it is that our circuitry is wired and what impact that circuitry has—whether it’s the circuitry within the cell, or the circuitry within the brain. 
I think everyone in this audience— I hope—acknowledges that actually we are, in our healthy state and our disease state, a by-product of the interactions between the environment and our genes. And those by-products occur because they modify the machinery that sits within the cell. That machinery forms modules in a healthy state, and it also forms rather deranged modules in the disease state. And the tools I’m going to talk about are ways of looking at that transition back and forth: disease progression​​–disease modifying therapies that actually we must understand in order to be able to work on Alzheimer’s. The argument I’m going to make is that altered component lists will not get us there. You can make all the altered component lists you want. Having what’s wrong, and pieces of a radio, will not tell you how a radio works. And having a list of what’s altered in Alzheimer’s in what part of the brain and what is most altered will not allow you to…You must understand circuitry, even if it is complex. And so to do that at the end I will also talk about new capabilities we need in terms of how we work together and the role of patients, citizens, funders, and scientists, which I think are just as important as new scientific approaches to new cultural approaches. And I’m going to put up one little notice here for something I want to say at the end, which is: notice under new capabilities I listed something called portable legal consent. As Francis knows, a week ago in Nature, and in the Economist, we were very pleased to announce the approval of this mechanism that puts control of patient data into the hands of patients. We will never be able to share data, whether its industry or academics, unless there is a way to share some time-sensitive genetic information. That is very hard to do when institutions, whether they’re universities or whether they’re industry, have to be the guardians of that data. But if you put the control of data into the hands of patients, and that’s what that portable legal consent is, then you have a way of actually sharing data. I put that out there because I don’t think we’re going to talk enough about things that are needed in order to have that data sharing.

So now to the science. There are two recurring problems in Alzheimer’s disease. One has to do with the contour of pathology, the ambiguous pathology that sits there. And the other has to do with diverse mechanisms. And actually, the two are interrelated, and although this was said 2 years ago and although it was said in general about mental health, I think we must pull back and acknowledge the fact that until we have better knowledge of that pathology, better knowledge of those diverse mechanisms, it’s going to be hard to make progress. I am going to go through a process of looking at how to build up wiring diagrams for the cell and look at circuitry which is a way to identify targets. The reason I’m up here is because I thought Stephen Friend might be able to describe to you something about wiring diagrams and mechanisms as a way to find targets. One of several ways to do that is to look at genes and to look at those times in their context when changes in expression of those genes moved together. Not because we’ve forgotten that proteins are important or circuits, but it is a clue, a sort of window into the soul of the cell. And by looking at co-expressed modules, sometimes you can build up those wiring diagrams. 
For this particular work, we were helped by the Harvard Brain Tissue Resource Center, and as you can see for AD and control samples from different portions of the brain, with enough samples to be interesting, we had SNP, gene expression, and clinical traits that we could look at. And with that input data, we could go ahead and look at scenarios where particular genes in the cell were actually moving in concordant ways, and we could track those such that we could ask: Were their certain reasons for why those were traveling or being coordinated together? As you know as scientists, there are four common reasons why that might be happening. Sometimes transcription will overrun, and chromosome location is the cause; sometimes it’s common transcriptional factor binding sites;  sometimes it’s epigenetic regulation, and sometimes it’s actually just the way the chromatin is configured that allows that. But all of those are there because of what the cell is trying to do. So co-expression is a way to begin looking at the wiring diagram. 
You can then take and divide the cell into coded modules. These are color-coded modules. And you can ask what parts of the cell are sort of like engines or components that sit within the cell in terms of functionally what it’s trying to do. So these are basically little building blocks that are color-coded in the cell. That’s not very interesting in and of itself, but once you begin to take those and prioritize those using the disease relevance of those modules by clinical or network measurements, you can begin to configure those and go, “I’m going to look at the green ones versus the yellow ones,” and in fact, if you begin to say, “Okay, I’m going to look at cognitive function, I’m going to look at Brock’s score, I’m going to look at cortical atrophy,” or look at different other aspects of neural variation, you can then start prioritizing or rank ordering those modules and saying, “Which ones of those are modules I think might be important in a disease such as Alzheimer’s disease?” And then, you can incorporate genetic information. You can start taking eSNP information and inferring direct and causal relationships. Notice I said the word “causal,” not “associative.” Causal relationships, because “Whenever I see this, I see this occurring” an associational level, and clear hierarchical structures allow you to begin to say “Maybe these are some of the most important modules.” Let’s take an example of microglial activation. This example of microglial activation then has a rank ordering of particular targets that were found that, according to those criteria, seem to be more important, and for this particular experiment—as Francis Collins mentioned—we found that immune-regulated components in the cell were highly important in trying to look at what was going on in terms of microglial activation.  In fact, here are five immunologic families that are found in the Alzheimer’s-associated module. These square nodes are surrounding the networks and they denote literature-supported nodes. Those which are surrounding that are the network co-expression modules that fit around the Fc receptor, around MHC, around chemokines. If you look at the width of the arrows that are connecting those different five components of that immunologic sort of four key portions, the width of that is proportional to the number of connections. So, this is what we mean by a wiring diagram.  
I just want to drop down to a level and look at what it is you can do with that, and this is now incorporating those wiring diagrams into something that is what a biochemist would look at. This is looking at microglial activation. And I’m going to zoom in on one of these components and that is TYROBP.  And go through and do something that sadly most people who build wiring diagrams forget to do which is, “Where’s the validation?” Anyone can draw a statistical model. Who cares? Let’s go ahead and do an actual preclinical or clinical validation. I’m going to drop in on one of these targets: TYROBP. 
Here are ways of looking at cells that are stained for the microglia, neurons, amyloid beta, and then the merged images. And I’ve done that for the vector control, for expressing the TYROBP full length, and for truncated versions. And the reason I’ve done that is I want to take that data and then I want to look at something that’s really interesting. Which is, these experiments were done with and without microglia. And if those experiments had not been done in the presence of microglia, you would not have noticed the importance of that TYROBP. I’ve brought this up because of the importance, it’s just in some ways an anecdote, but this is real data showing the importance of doing the validation, and showing the importance of doing the validation in the proper context. You will not get that validation unless you go to the proper context. 
The types of work that we’ve been doing with various collaborators such as [Harold] Neumann in Europe and others is following up on these microglial experiments, looking at novel genes that are validated with in vitro and in vivo model systems using knockouts, looking at additional micro-array from model experiments, and looking at larger cohorts and proteomics. 
So, that’s what we’ve done. Where we are headed—and we know needs to be done—is that this then has to be merged with imaging. We feel that such interactions, although they are potentially important, have to be put in the context of what’s really going on within the whole brain. And so using diffusion spectrum imaging and looking at those gene regulatory networks and looking at microcircuits and neuronal diversity and the feedback, it’s possible to do this work. This is being done by a brilliant young scientist at Sage, Chris Gaiteri, who if you want to contact him directly because you’re interested in that work, go ahead and just email him.  
You might be saying to yourself “This is almost interesting. I went from laughing at it to being a little bit interested, but this isn’t what I do.” So I would argue that there are now about 50 influential papers that have been built on what I’d say is this “top-down” approach as opposed to a bottom-up systems biology approach. And you can go online and look at some of those. I would bet that 5 of those 50 would be of interest to you. Maybe more. The point is network approaches are beginning to emerge as viable tools to find targets. 
They all say one thing. Here’s your take-home message from the part of the first session: Our brains are hardwired for the narrative. We love storytelling. We like to work in two dimensions: This goes to this, goes to this. The cell is not wired that way, the brain is not wired that way. There are too many dimensions to be able to map down on the slide. And the really important players are often off the biochemical axis. The real regulators that you would like to get to, the targets you might want to find are not necessarily sitting there in tau. Sorry. Maybe. But maybe not. And we have to develop the way of looking into that circuitry in order to decide: Are there alternative targets that maybe should be found? And then, for all those who are saying, “Yes, but look, this is beautiful, but there are different brain regions, there’s individual dynamic heterogeneity, there are longitudinal variations….”  You bet there are. And until those come into these very early models they are not going to be as informative as they could be. When you look back in the ‘50s and the pictures from IBM and the first pictures of RAM and building external memory, people laughed at the concept of being able to do certain things with such devices. Time has shown that we’re limited by how much we’re willing to be imaginative and how creative and how willing we are to work together. 
I am going to argue we are going to fail unless we think more ambitiously. And there are four ways we need to think more ambitiously. Patients have to be activated. Patients can’t just be supporters in terms of in policy. They must start getting involved in their own research. They must be not only  interested in funding, but taken as serious co-partners in asking the research questions and holding the scientific community accountable for: Is that being done in the interest of what’s best in patients or is it being done within the medical industrial complex. 
We have to be able to collect large-scale, longitudinal data in a way that some rules prevent us from doing and most people don’t take the trouble to collect. The Real Names Discovery Project that was announced in San Francisco is a good example. These patients with their real name and their whole genome sequence are put in the Web in a way where that data are available to anyone. The patients have said, “I want this out there. And I want longitudinal; I want monitoring devices,” and they want anyone to be able to look at that. We have to build an information commons where that can be worked on, and we have to get to the point where we are doing collaborative challenges in new ways. 
Last point: There is a lot of work—some of the best done in Alzheimer’s—in pooling together and having information almost like a library, where you can say, “This data is at the NCBI here, and this data is at ADNI. We are very good at putting data and storing it and having it in a way where people can get to it. What we do not have is a way where you can actually jointly work on projects together in a compute space in the way that physicists have and in the way that software engineers do. So what we’ve been thinking about is, why not share clinical genomic data in a way that’s currently used by the software industry. That is, looking at the power of tracking workflows and versioning, and here’s the most important point I will make. Giving attribution of who has done what in a way where you don’t have to be first or last author in order to get recognition and to get tenure. Until we grow up and find ways for whoever did that work is able to get the recognition before publication, and not by citation, we are not going to get people to share. And if we don’t get people to share, we will be working in our same linear ways, and other areas are going to bypass us, and we’re going to be saying, “Why can we solve Alzheimer’s?”

To do that we have been working on a project that is just a pilot at Sage called Synapse. Synapse is a way of having a compute space where you can share track workflows, you can watch what I do— not what I say, you can make it such that people who are not working with you, you can invite in using Google Circles, and you can store all that data in the very long term in a place which is large enough to be able to store it, which is actually in the cloud.

I’m going to end with the following: One of the most interesting books I’ve read in the last two years is not a science book. It’s a book by Jim Carson. I recommend it to you. It’s called Finite and Infinite Games. This has to do with how we think of what we do in our lives. What he is referring to in Finite and Infinite Games is that you can parse anything you do in life, any activity that you do, into either a finite or an infinite game. And basically, if I distill it down, a finite game has a beginning and an end, it has players, and rules, and winners. An infinite games has no beginning or end and it doesn’t have winners. Its goal is to move something forward. I’m going to argue that we pursue Alzheimer’s care as if we’re in an infinite game. I mean we look at statistics overall, of what’s going on in Alzheimer’s disease. And we pursue Alzheimer’s research as if we are in a finite game. You have tenure and you did not; you got it funded, you did not. I’m going to argue that we should pursue the care of Alzheimer’s as if it was a finite game, as if every single person counted and it was a loss and was again at that level and we should be pursuing Alzheimer’s research as if it was an infinite game and we’re all on the same team. We’re all working on this together, and we should not have winners and losers.  We have to work as a team together to pull that together. 
This is my final slide. If you asked me who is going to build the data we need if we don’t fool ourselves and we say, “What do we really need?” Not looking quarter by quarter or year by year,  but really look at what we need for Alzheimer’s disease, I think we’re going to have to look at the power of collaborative challenges, evolving models from deep data that’s hard to get, that takes years to collect, and work in a worldwide open information commons where then companies and biotech and academics can come in and build their own discoveries, file their IP, coming off of that, but we have to learn how to build a commons with that information and those models are evolved, and scientists have traditionally been given the charge by themselves with physicians. If we don’t bring in citizens and it isn’t citizens sitting as one on a panel but actually citizens,  physicians, and scientists building that knowledge expert, we are not going to get there. As an example I will end with a process that we’ve just started in another area, in breast cancer. We took a cohort of 2,000 patients with breast cancer, 10 years of follow-up, had expression data, had copy number variation. We’ve just posted it on the Web. And with IBM we’ve said, “Anyone in the world who wants to build a classifier for aggressive disease can enter this competition. You have to put your code of what you did as the classifier, you have to make it available, you have to put that so people can see that, and we’re going to run a leaderboard, and the winner of it being an editor at science transitional medicine is going to be automatically published in Science when they win that competition. That type of interaction is what may be solved by a housewife working in England with a degree, she had in something else, it may be solved by someone who you pay in an institute. But the point is, we have to change who is involved, we have to change how they work together, and we have to think in terms of networks and not simply in terms of ball and stick biochemical pathways that we’ve been doing in the past. Thank you very much. 

Michael Hutton:
Thank you, Stephen. Our next speaker will be Richard Morimoto from Northwestern University. 
Richard Morimoto, Ph.D. (Northwestern University):

Thank you. I would also like to say that following on Stephen’s comments, I think you’ll find this effort to build on the systems approach, but now to introduce the important goal of aging in neurodegenerative diseases. Let’s start at the beginning. Systems biology really does have a beginning. And the beginning is Marc Kirschner. The first department of systems biology. So let’s ask Mark what his definition was. “Systems biology is not a branch of physics, but differs from physics in that the primary task is to understand how biology generates variation.” Immediately, he goes to the crux of the issue. And variation, of course, is the nature of human disease and the complexity that we are trying to understand in an aging population. 
Here’s another view of how one can think about different areas of biology. From descriptive to mechanistic, from prototypical to context, from a single molecule to a whole proteome. Molecular biology spawned remarkable discoveries because it went down to a process, a molecule, a gene. It was highly mechanistic. Proteomics, on the other hand, is scaled to look at everything. By that definition, less mechanistic and more descriptive. Systems biology’s intent, as you already heard, is now to take networks, to understand how processes work and how does that then describe the cell, the tissue, and the organism. 
Another way to think about this is in the following way. The Oracle of Delphi asked, if every plant in a boat is replaced, over time is it the same boat? If every molecule in the cell is replaced over time, it is still the same cell? And if every cell in an organism is replaced, is it still the same organism? The answer from systems biology is basically yes. But, the more likely correct answer is that if the molecules replaced are not the same, then the cells and tissues are not the same, and the organism cannot be the same, due to the effects of aging. And in most of the systems, cells, organisms in which we study these age-associated diseases, there is a tendency, given the nature of experimental work, to leave out the very important component of aging. Is the cell the same at birth and throughout its life course. 
One of the fundamentals that we understand well, of course, is the change in the brain. What I want to emphasize is one of the early events, the common events that, in a sense, offers a way to think about a systems approach: the appearance of aggregates. That’s common to all of these, and we understand this commonality. And it’s fascinating and horrific at same time that what are otherwise normal proteins become toxic over time, they form these insoluble aggregates, and it is strongly associated with aging.  In fact, that aging is the major risk. 
This is just a short list of many of the proteins, many of the laboratories that made these discoveries are represented at this meeting. But literally, every time a protein is identified, associated with Alzheimer’s, Parkinson’s, ALS, Huntington’s, on and on, it’s always a protein that causes the damage. There’s something about its instability. But it’s not just a nervous system. This turns out to be a fundamental of biology. These proteins in transport, these metabolic proteins, these proteins in the immune system, also share the same risk of misfolding and aggregating. Thus justifying even more the necessity to think about this from a much more holistic process. So for example, the expression of mutant Huntington-generating aggregates has a fundamental basis in physical biochemistry. On this we’re well grounded. That proteins can be a soluble, they form disordered aggregates, they now form ordered species in fibers, and at the electron microscopic level we can reproduce precisely these same events that correspond to what happens in the cell. And these are the events that happen whether it’s in tissue culture or different types of models from yeast to C. elegans to fruit flies to mice. And what occurs seems to occur in humans as well. 
At the most basic level, this corresponds to a fundamental biology. Every protein starts unfolded. It ends up native. There are off-pathway intermediates that make these aggregates. We are interested in the network of molecules that regulate proteome stability--the chaperones, the clearance mechanisms that prevent this from occurring. So this literally then represents that complexity that protects every protein in the cell. Of course, mutations, errors, protein damage, aging, then act as a huge modifier. It is what affects and changes the rate reaction in the different systems. 
Proteostasis then reflects this balance between function and dysfunction. So that when our cells are functioning well, mutations, errors, protein damage, are balanced by the chaperones and clearance machinery. This represents the optimal situation, where every time there’s a damaged molecule, there’s a chaperone to pick it up to send it to be cleared or to allow it to be refolded.  However, what happens, aging then pushes on this system because there is age-associated accumulation of damage. The system changes. And the system changes differentially in different tissues of the brain and in the body. And of course, this then puts at risk the proteins like tau, Aβ, synuclein, and Huntington. It’s not by accident that every one of the proteins put at risk are all intrinsically metastable, disordered, and readily misfold. 
One goal, then, is to restore balance. Can one, for example, from a systems approach, re-drug the system to restore proteome stability. So what we think is going on is that this proteostasis network, literally over a 1000 genes and proteins that regulate the folding and stability of every protein, recognizes the flux of molecules that goes into the cell. That aging and disease-associated mutations compete. They generate misfolded species, compete in the proteostasis network, thus preventing proteins from folding, leading to cell-specific dysfunction. You could well imagine, then, how the striatum responds, how the cortex responds, how the hippocampus responds. The relationship between a neuron and the muscle cell then is different, and how humans respond will be different as well, since we all encode a distinct proteostasis network. Our polymorphisms are different. 
If one then looks at one of the critical components in this, what I’m showing you is really the chaperone network. And unfortunately, of the 300 chaperones, almost all of them are green, corresponding  to reduced expression as we age. Even though there are three sets of the network that go up, that it’s only 10 percent of the chaperone genes. So this is shown up as a blowup. This corresponds to the relationship of the 300 chaperone proteins that literally are there in our cells to protect every other protein from misfolding. 
When it’s green, it means its expression goes down in human aging in the brain. And I think you can all see, that unfortunately, most of it is green, and most of it goes down. There are a few of these that change in the upward position. 
This type of information, of course, helps us understand the risks and can eventually even be personalized to ask questions, do we all change at the same rate? And the answer turns out to be no. So you can take this proteostasis network, you can look at tissues, you can then look within an organism. The organism I’m showing you is C. elegans. It is a model system, it is transparent, it’s 959 cells, it is one way that we can study how proteostasis is regulated in an organism. It allows us a systems-wide approach to understand how cells and tissues sense stress, and how does the network maintain stability of the proteome. 
Moreover, C. elegans is the organism where we discovered all the tenets of aging. All of the age-related genes were first discovered in C. elegans. Why? Because it is an organism that only lives two weeks.  It makes the experiments much more easy to do and every gene that has been identified in this system is conserved in every other organism. 

So, if we’re going to introduce aging as an important component, we need to be sensible. Find model systems in which one can do the experiments and hopefully do the translational work. 
And this is my point here. You can do in vitro studies, you can do tissue culture, you have a range of model systems. 
One has to think about these problems as a full range. There are questions that can only be answered in humans, others hopefully replicated in rodent and systems, but there are many other questions that can be answered much more judiciously and quickly at the molecular, cellular, and network level using systems in which you have powerful genetics. 
And ultimately, these diseases are genetic diseases in which interaction with the environment is critical. So this proteostatis network, where each of these components correspond to how folding occurs, how clearance occurs, are regulated then by stress responses that regulate folding by the ubiquitin proteosome system and the response to oxidative stress. The ability to then manage this can shift the balance of clearance or folding away from aggregation. 
So when one ultimately thinks about network, it is to understand the most proximal genetic players and to understand how can you retune a gene network system to restore balance. The ultimate goal would be to take a normal network, understand the network as it changes in disease, take advantage of scaled transcriptional profiling, proteomic profiling, protein-protein interaction, and functional profiling. In other words, what does a protein do within a cell or organismal system, generate network signatures and understand by this how to respond. My last slide, one can then think about a commonality that for Alzheimer’s disease, Aβ, tau, has many commonalities with Huntington disease, with ALS, with other diseases of dementia. 
The cellular challenge is our biology. The appearance of damaged proteins. The problem is our inability during aging and stress to deal with this toxicity, and of course the opportunity are the therapeutic strategies that can allow us a way to restore this balance. Thank you very much. 
Michael Hutton:

Our next speaker is Lennart Mucke from the Gladstone Institute of Neurological Disease:

Lennart Mucke, M.D. (Gladstone Institute of Neurological Disease):

I thank you, organizers, for inviting me to speak in front of this distinguished audience. My disclosures include some activity on scientific advisory boards and consulting activities, honoraria for lectures, research funding, and patents in this area. 
Because I will not be able to say everything I want to say, I refer you to three position papers and reviews that we published in recent years. One focusing on the effects of Aβ on synapses and neural networks, one on the emerging, many diverse roles, that the protein tau may fulfill in different conditions in health and disease, and most recently, last month, a paper that reviews Alzheimer’s mechanisms and therapeutic strategies more broadly. 
So as you already heard, Alzheimer’s really is a multifactorial condition in which various proteins build up in abnormal conformational states to abnormally high levels and this includes Aβ and the protein tau, alpha synuclein, TDP-43. There are inflammatory reactions by innate immune cells like microglial cells, there are vascular changes, there is the most important genetic risk factor ApoE4 that appears to contribute by intriguing intercellular actions and extracellular effects. And so we need to understand, I think, all of these various factors and their interactions to conquer this condition. I will try to discuss how we might do so in the future and might do so better. 
A lot of these factors we have come to know well because of groundbreaking genetic studies and these studies continue to inspire research in this field as summarized in this useful website here. The thing that concerns me, though, is that it takes too long for us to translate innovative novel genetic information into mechanistic insights and therapeutic strategies. ApoE4 has been sitting at the top of this list now for roughly 20 years. And we still do not fully understand how it works and we certainly haven’t exploited it therapeutically. We must come up with better strategies to enhance that translation process. I think we need to continue to understand the genetics of AD, but we need to find better strategies to exploit the genetic information that is obtained. 
So let me say a few words about ApoE, because we have understood more about it than I think is often realized. In my view, ApoE contributes to Alzheimer’s disease and other conditions at least via two different branches. One is very well publicized and appreciated. It is via the amyloid hypothesis, where ApoE4 enhances the deposition of Aβ probably by inhibiting the clearance, but possibly also by other mechanisms. 
But there is an alternative hypothesis I would like to dub ApoE proteolysis hypothesis, which postulates that ApoE4 in particular is abnormally fragmented and that these fragments contribute to the neurodegenerative process. And I want to highlight this, and this is mainly based on work by Adon Hwang, Karl Weisgraber and Bob Mahley, at our institutes, where they have shown that neurons which normally do not make ApoE begin to synthesizes ApoE when they come under stress or in the aging process. When that happens, ApoE in particular can escape into the cytosome, and it is fragmented by a chymotrypsin-like protease, specifically in neurons—this does not occur in other cells—generating neurotoxic fragments that impair mitochondria function and also seem to destabilize the cytoskeleton. 
This is a very important process we believe that sets up people for neurodegenerative processes. Is that drugable? Can one do something about it? It turns out that the increased susceptibility of ApoE4 to proteolysis is very much dependent upon an intramolecular domain in the action that occurs in ApoeE but not in ApoE3. So it should be possible to either lock the protease or to design drugs—dubbed here as a structure correctors—that might change the conformation of E4 into one that is more ApoE3-like. 
Just to illustrate that this has already been accomplished to some extent, as a published here in this paper, earlier this year by Bob Mahley’s group: [referring to slide] So this shows you the levels of mitochondrial cytochrome c oxidase and neuro-2a cells, which are depleted in ApoE4-expressing neurons. Here, all the different neurons are set with their baseline zero percent, and the drugs that they have synthesized are able to increase selectively in ApoE4 cells the levels of cytochrome c oxidase. They also facilitate the transport of mitochondria, which is impaired by ApoE4 in these cells, and these drugs work in nanomolar concentration. So this, I think, is very promising. And similar approaches deserve to be pursued further. 

Now, as we look at the multifactorial etiology of the disease, of course, we need to understand that some of these causes may have thin arrows and others have big arrows, and so we hope as we go after an individual cause, that we are dealing [with] one with a big fat arrow because that may have a strong impact on the disease. However, if all of them have relatively thin ones, we may have to cut off several at the same time to really see an important clinical impact. And this is my fear. So I think we shouldn’t conclude necessarily if we don’t get much out of blocking Cause A, that Cause A plays no role. In fact, it may very well contribute, but it is just one player in a larger network. 
So this is very important. How can we understand the relative pathogenic impact? And this is where I think experimental models come in, because they can help us assess this. So I just want to make the point that clearly mice, for example, are not humans, although they do have some similarities at certain levels. But also, apples are not planets, yet Isaac Newton use them and other falling objects to define the gravitational forces that govern our universe and they can tell us quite a bit. So what they have in common is mass. So models don’t need to recapitulate everything, they just need to tell you something about the condition you’re analyzing. 
In this regard, I believe transgenic mouse models have been really quite informative. So in the human condition, plaques and tangles and network dysfunction, neuronal loci are all sort of a very complicated network that is very difficult to dissect. But here in transgenic modeling, you can test these different models and surprisingly, I think, what has come out is that, at least in these transgenic animal models, network dysfunction and the actual neurological deficits are not caused by the plaques and tangles and inclusions, but rather by parallel processes that relate to synaptic impairments and network dysfunction. Even neuronal loss in the tau transgenic mice seems to be independent as you can diminish the dysfunction despite persistence of neuronal loss by down regulating certain forms of tau. What does cause the dysfunction then, at least in these models, seems to be an intricate combination of the aberrant excitatory network activity and synaptic depression that are probably interconnected and lead to hippocampal remodeling, for example, but also changes in other brain structures that altogether impair cognitive functions. 
I believe that there is one group of cells that deserves more attention, and it is already coming on board and these are inhibitory interneurons that regulate the activity of multiple excitatory cells. And it has turned out that both ApoE4, as published by Adon Hwang’s lab, in APP mice, Aβ can very selectively impair certain sets of these regulatory cells. 
I point to a paper that was published last month where inhibitory PV cells in the cortex of both people with Alzheimer’s and APP mice show depletions of certain sodium channels resulting in abnormal gamma oscillations, hypersynchrony of the network, and cognitive impairments. And improving the voltage-gated sodium channel levers improved all of these three features, where regulatory cells that are responsible for certain brainwave activities are critically important for cognitive function and seem to be impaired in this condition. 
So the way we see this really is that compulsive seizures are the tip of the iceberg. They occur in higher incidence in people with AD, but there may be much more in terms of network dysrhythmia  for us to explore and I think the bottom here of this iceberg, deserves a lot more attention than it has received so far. 
In fact, we have been very impressed how many of the dysrhythmias in our APP mice correlate well with cognitive dysfunction and molecular changes in areas that are affected by Alzheimer’s disease, and many of them we discovered first in the mice and could validate in the human condition, which sort of underlines thinking that at least some of the changes one observes in these models can be quite predictive and extrapolated to the human condition. Some treatments have also extrapolated, so you can clear amyloid plaques in APP mice, and that also seems to be possible in humans with Alzheimer’s disease. 
The transgenic model suggests that one can also block downstream of Aβ. Of course, currently there are lots of efforts underway to eliminate Aβ or prevent its production, but one could also go after putative receptors of Aβ or oligomers or block downstream players such as tau and various others that have been identified. So just to illustrate this for tau, if you look here at a wild type mouse that has no human Aβ in the brain, and you look at its swim path in the Morris water maze after it has been trained to locate this platform here, it shows nice target-quadrant preference. Whereas this APP mouse, that has lots of amyloid in the brain, is lost and does not have any target preference, suggesting poor spatial memory. But if you eliminate tau, in this APP mouse, even though it has the same amount of amyloid in the brain, its cognition is perfectly preserved, suggesting that tau is an essential player in Aβ-induced cognitive dysfunction, and you can protect the brain against Aβ by reducing tau. Tau has lots of interesting entry points for therapeutic interventions, as we recently reviewed, including reducing its levels, to some extent, changing its post-translational processing and aggregation, and maybe also stabilizing microtubules, things that several of the people in the audience are very actively pursuing. 
I think it is also interesting to expedite the discovery process in models. We can’t make a transgenic mouse for every hypothesis we want to test, so viral vector-mediated gene manipulations, as introduced here in the brains of mice I think are interesting. So here, for example, are three different learning paradigms in APP mice where, with lentiviral-mediated overexpression of a particular tyrosine kinase receptor, EphB2, we were able to improve spatial learning and memory, nonspatial learning and memory, and conditional impassive avoidance learning in these mice. 
However, one has to realize that of course not all findings in transgenic mice extrapolate to the human condition, and there are several reasons why this may be the case. There could be true species differences, a question of time and aging, how long does it really take a neuron to die in an Alzheimer brain? If it takes 5 years, it’s hard for us to simulate that in a mouse. 
The human disease is clearly more complex than most models. In fact, the beauty of many models is to decrease complexity and dissect conditions. It could be problems with human studies or with the animal studies, and very important recommendations for preclinical trials have recently been published, and then of course the hypothesis underlying the model may be wrong, and I am sure there are many others. 
So let me just say something about the human trials of course, which so far unfortunately have looked very much like this, where memory doesn’t change, despite high hopes in each one of those supposed to represent a patient. Now, our patient populations are still very heterogenous, clearly, and I think that is a big difference to the animal models, which are much more homogenous by design. And if we were smarter about identifying subgroups, maybe we could actually see patient populations that stand to benefit from some of the new drugs. So I think we need to move,  like the oncologists already have, towards this era of personalized medicine, where we use systems biology approaches in genetics to identify patients that stand to benefit from certain treatments and select out other treatments that might do them harm. 
We also, as Dr. Collins referred to, should take full advantage of the new induced pluripotent stem cell technology and direct reprogramming, where we can take human skin or blood cells, generate human brain cells out of them, and study them in a dish, and use them for drug screening purposes and perhaps in the future even for selective replacements. Some studies are already emerging as this interesting study here by Israel et al, that came out earlier this year where in patients with either sporadic or inherited Alzheimer’s disease, there was an increase in the release of Aβ and even [garbled] correlated tau, so quite interesting and certainly consistent with the disease process. 
I think we must really address the multi-factoriality of Alzheimer’s with a multi-prong therapeutic approach. And this is true not only for AD but for many of these related neurodegenerative conditions where we must block genetic risk factors, eliminate disease-causing proteins, block detrimental glial reactions, engage neuroprotective strategies, improve network functions, and enhance repair. 
I want to end just by making the point that all of this I think should be combined into a larger, more coordinated interactive network, where we have clinical and animal disease modeling, cores and  facilities that interact with -omics approaches on a large scale, introduction of more sophisticated bioinformatics ,and hypothesis-driven dissection, biomarker discovery, and all of this. And so how to get all of these people to talk to each other is I think a very important question for us to solve. 
Two slides with concrete recommendations: I think we need to conclusively establish cause and effect relationships. Usually this requires perturbation analysis and experimental models. We are stuck with too many associations where we guess they may be causes but we do not know for sure. Aged rodents combining different experimental manipulations I think are very informative but they are very costly. Who will pay for this? Combining such manipulations and simpler, cheaper animals as you just heard is a great. Some of them will extrapolate, some may not. I think that is an issue we need to look at. 
· Human cell culture models, iPS cells, direct reprogramming are very promising, but I think it’s early days. 
· Across-model approaches are great. I completely agree with Rick on this point, we need to go across these models either top-down or bottom-up. We need to rapidly validate in human subjects and samples. We need better access to such tissues particularly to good control tissues. That is often an issue for us. 
· Systems biology and pathway analysis are great, lots of discoveries, but the follow-on perturbation analyses are still very cumbersome. 
· Functional outcomes are most important. Patients do not care about how many plaques and tangles they have in their brain, but that they can think and remember, and we need to have in our modeling a greater emphasis I think on behavior, electrophysiology, and functionally relevant molecular imaging. 
· I think we need to connect more than we have: academia and industry, structure and function, experimental models and the human disease. We’ve got to get these people together in the same place. 
· Radiology and chemistry—that is great in industry, but not so in academia. Genetics and systems biology needs more math. 
· We need to accelerate and encourage the process that leads from genetic data to mechanistic insights and therapeutic advances. It is too slow. We need to facilitate it. 

· Associations need to be tested in conclusive ways to establish cause and effect relationships. New data, we need to update our working models faster. Sometimes when data contradicts the dogma, we don’t incorporate the new data and revise our models fast enough. 
· We need to resolve discrepancies between key research findings more quickly. I wish there was an RFA mechanism that brings people who have discrepant data into the same lab at the same bench to solve the difference. 
· Access to and awareness of what is already known. It is a daunting explosion of fantastic information but how do we actually keep aware of what is already there to prevent reinventing the wheel? 
· Rigorous design, analysis, and interpretation of both preclinical and clinical trials is of course important. Avoid premature clinical trials. 
· I think standardization is very important, but until we’ve arrived, optimization trumps standardization. Studies that are reiterative or have low resolving power should be avoided. 
So, these are my 5-cents worth, and I think we should move on with the discussants now. The first discussion is John Hardy. 
John Hardy, Ph.D. (University College London):

Okay, so I’m a pragmatic type of person, and I thought really what we should be doing is coming out with some very solid and simple proposals. Obviously we have talked about GWAS and obviously exome sequencing is going on and obviously that is going to happen. That is great. It needs to be done, it needs to be incorporated into network analysis. That is something that we should reiterate, it is happening already. 
I think one hole in the literature I am really constantly aware of, is how little we know of the function of APP and how little effort has been put to trying to understand whether Aβ might have a physiological function, because I think that is really something that we need to pursue, and I think an RFA should be put out to look at APP function and whether Aβ has a function. I think this is a real hole in the literature and I suspect that in typical Alzheimer’s disease, its function relates to its deposition and so on. 
I think too that we need to be thinking more about clinical cohorts and I just wanted to make one plug here. The largest number of people or a large number of people who we know are going to get Alzheimer’s disease are those with Down syndrome and those are typically ignored by this community. I think that this is something that we should engage the Down’s community, I know that if I had a child with Down syndrome, I would have gone for the Aβ immunization. I think we should be testing the hypotheses we have and the people we know in which the hypotheses are acting. And this is happening through DIAN, we should be looking at Aβ therapies in people in whom we know that is the primary cause. 
Those are some of the things I think we need to be thinking about. I have one more note to myself, this is my mobile hippocampus here. [Refers to his mobile phone.] [Laughter] You will forgive me if I access my hippocampus a bit slowly. It doesn’t work as well as my real one. 
The other issue is I think we do need to have better models of working together and I agreed with that entirely. I think another simple thing that the NIA and the NIH could do is join with NINDS in funding the deposition of mutation carrier fibroblasts and stem cells to Coryell. This is something that we should know this from Queens Square. 
We have deposited in Coryell presynuclein-mutation carriers, APP-mutation carriers, as well as I think tau-mutation carriers, so they are on completely open access. It is very difficult to get credit for doing that, but I think that this is something that needs to be funded so that everybody can get access to these. 
I think we need to be looking more at stem cell work. The experimental approach I’m very excited about is the one that Rick Livesey has done where he has gone beyond making iPS cells. He did it in Down syndrome individuals towards making iPS tissue pieces to make cortical layers. I think that the ability to make this type of experimental model available to us all would really help the work we, I think, feel we should be doing, for example, in understanding templating, in understanding how these diseases are spreading through tissues. 
I think the idea of having human tissues to examine these templating phenomena is something that we should be pursuing actively and this will require some modest help through, let’s say, Coryell and so on to making those tissues available, those cells and cell lines available to all. So those are the points I had, rather concrete ones, I hope. Thank you. 
Lennart Mucke:

Thank you very much. Richard?

Richard Mayeux, M.D. (Columbia University):

Yes, I would like to second what John has said. I’m not going to show slides. But my opinion is that genetic analysis would probably hold a key to developing new methods for diagnosis and management. And I think we’re probably in a very unique situation right now because with the amount of collaboration that has been going on for the last 5 to 7 years, we now have not only three genes that are dominant in their roles in Alzheimer’s disease, but we have 11 risk genes that are involved in several cellular pathways, many of which could be those that could modify risk. 
Are there others? Yes, there probably are. Through a small grant from the Alzheimer’s Association, we were able to take the U.S. ADGC cohort, along with the European cohort, and there has been preliminary discussions and a preliminary international or transatlantic GWAS that has come up with a couple of new targets. 
I think the genetic analyses are the first step in what is a very very long pipeline. Because the combinations of genes have suggested pathways such as altering Aβ, cholesterol metabolism and trafficking synaptic maintenance, Aβ clearance,  Aβ production, immune response, inflammation, [garbled: indocidic?] recycling, etc. 
But those are all presumed functions, based upon what we already know about the gene, and that may not be actually what the gene does in this disease, nor has it been established that these genes all act independently. It’s quite possible that there are some very intriguing new ways in which these genes need to interact. But these are all done by GWAS, which are basically markers that are underlying an association. So there is a lot of effort now to do some targeted exome sequencing and whole exome sequencing, whole genome sequencing, to get to the genetic effect or the protein sequence that is altered in these associations. I think that is the first step of a long pipeline that we have to do as a community. 
My recommendations are very few: 
· We have a pipeline; maintain the pipeline of genetic identification and well-characterized patients and controls. 
· Prepare for incorporating all of the sequencing data that is going to be generated over the next couple of years and define the various, the variations in protein sequences. 
· We need to have, as Lennart alluded to, sort of a set of functional assays for each of these presumed networks so we could rapidly test whether they play any role in these putative cellular pathways. 
· What you need to do is tell us, is there additional information you want us to gather on these individuals and in these families to make it an even better opportunity to get to the bottom of this complex disease. We have the cohorts as Stephen mentioned earlier, we have the ADGC, we have NCRAD, which is a repository of cellular material and DNA. We have a database, which has all of the genetic information that we are generating that we are all putting back into that database, and we have about 1500 families that are multiply affected by Alzheimer’s. So these genetic resources are available for use. 
Lennart Mucke:

Thank you very much. Let’s move on to Lenore Launer.
Lenore Launer, Ph.D. (National Institute on Aging at NIH):

Thank you. I’m going to represent the population side of the argument. Population studies really are the ultimate test of whether or not the drugs or interventions are actually going to have an impact on the population. Epidemiologic studies provide the integrated view of the frequency, the trajectory, and the consequences of multi-morbidity in the brain, and other physiologic systems that have bearing on the Alzheimer’s disease process. So many of the patients that get Alzheimer’s disease also have other diseases. So it is really a paradigm of Alzheimer’s disease being a multi-morbidity disease. 
What can epidemiologic studies contribute? This is just a brief list. We can identify risk factor disease associations that can generate new hypotheses. It has been a pretty consistent finding in many cohorts over the years now that for instance, hypertension and diabetes can contribute to the clinical presentation. This should be generating hypotheses about why. 
It could give you insight into how the pathology may change over the life course. It is becoming increasingly recognized now that the Alzheimer’s process is a long process, that there are differences in risk factors between midlife and late life, and this tells you something about when it is appropriate to prevent, and when, if you’re thinking about working closer to disease onset, you are working with slowing the progression of a slow disease or rapidly accelerating disease. 

Epidemiologic studies can also provide data on the joint effect of two or more risk factors that suggest [garbled: pleotropic], parallel, up-regulating, down-regulating pathologic processes. For instance, ApoE and its interaction with cardiovascular risk factors. This has been shown in several studies. Why? What is the mechanism? What is going on? I think that further work needs to be done in identifying and validating biomarkers that can be used in large population studies. At this point, we really do not have any. 
Besides plasma amyloid. Epi studies can also show that there is a lot of multi-morbidity in the brain, through the population autopsy studies. For instance, micro infarcts, there are hundreds of them in the brain, as recently has been noticed. What are they doing to the disease process? Finally, epidemiologic studies can provide the specimens on large, well-described samples to evaluate the impact of a new therapy on the frequency and the characteristics of the disease. 
So these are associations, yes. But I think that they provide enough data to generate new hypotheses that can then further be tested in a mechanistic way. So what would be needed to integrate these epidemiologic observations into target identification? I think there is room for developing multi-morbidity animal or other, for instance, bioinformatic experimental models that can take the multi-dimensionality into account. Experimental models that provide trajectory data to see how things may change over time, validated biomarkers that can be measured in population-based samples need development, and finally multi-modal teams and research programs that allow for iterative and incremental research between population and mechanistic-based research is needed. And to get that done, we need to provide more opportunities and training for researchers who are willing to work in the multifactorial team. Thank you. 
Lennart Mucke:

Thank you very much. Roberta Diaz Brinton? 
Roberta Diaz Brinton, Ph.D. (University of Southern California):

Good morning, first I’d like to thank and congratulate our colleagues at NIA for creating this exceptional opportunity for all of us to gather and think together. When I began to think about this issue, it is clear that epidemiology has provided us with a very good, and I think exceptional target population system that tells us populations at risk. They are listed here in that word cloud. [Refers to slide.] 
Those populations at risk have multiple late-onset Alzheimer disease etiologies, and I’m really focusing my thoughts around this late-onset group. These late-onset groups have multiple prodromal phenotypes, and to go to what Lenore talked about, those prodromal phenotypes provide their own opportunity for both discovery and therapeutic intervention. 
These phenotypes have multiple progression trajectories. That thought and obviously the field writ large has given us lessons learned. Those lessons are that transitions of aging to Alzheimer’s pathology involve a sequential, system-level set of adaptations, and that was already spoken about this morning by Drs. Friend and Morimoto. Perturbing one point in that system does not create a course correction; it actually creates a different system. I think that is very important: that when we think about where, to what degree do we intervene, and the types of therapeutics that we used to intervene, thinking about how that system is going to adapt to that intervention. 
The other is something that was quite humbling to me in our studies, is that the aging brain is a dynamic, adapting brain. It is not a static brain. That indeed, every change that we see that is manifested clinically is the result of adaptations that occurred prior to what you actually see clinically. And that therapeutics have a limited window of opportunity. One type of therapeutic does not fit all, nor does that therapeutic fit for all time. That we have to think about this moving target of this disease progression from prevention, to delay, to actual treatment. And where these people are in that process. 
So when I began to think about our strategy that has brought us to this point of thinking about a single target that typified late-onset Alzheimer’s disease or other unifying pathologies around the disease, that we have a single target, that we interrogate chemical and their public space for molecules that hit the target, and indeed that has been very successful for hitting that target. 
That single-target strategy then is applied to a very heterogeneous population that is in multiple states of the disease from multiple etiologies. And I think we’re on the threshold of the Cambrian expansion of development of Alzheimer’s disease therapeutics, that “therapeutics” writ large, from preventive strategies which may be nutraceutical, may be medical foods, may be behavioral intervention, to late-stage interventions with an FDA-approved drug. 
So in terms of recommendations, I would echo what has previously been said about bringing together a systems biology approach for aging transitions. And that really then targets those Alzheimer’s disease-risk phenotypes, bringing together the teams with multiple levels of expertise that are dynamic and collaborative. And I think that was spoken about earlier this morning that we need a different investigative, translational, team structure that brings in many different areas of expertise. 
The tools, obviously, are going to have to be developed, some of which we have already, some of which we do not utilize as well as we might, and they are not accessible as well as they should be. 
Lastly, I would propose that we leverage our investments in several domains to actually create an Alzheimer’s disease translational consortium. That would include our Alzheimer’s disease research Centers, the ADNI project and the CTSAs, the NCATS, to create this Alzheimer’s disease translational consortium that would be both dynamic and enabling for the development of both targets and therapeutics to prevent delay and treat Alzheimer’s. 
Lennart Mucke:

Thank you. Moving on to Rima Kaddurah-Daouk. 
Rima Kaddurah-Daouk, Ph.D. (Duke University):
I also thank the organizers and NIA for bringing this wonderful catalysis and new approaches of thinking about Alzheimer’s disease. My pitch for you today is highlighting powerful tools that have been evolving over the last 10 years, which is the ability to measure tens, hundreds, and maybe a few thousands of metabolites, small molecules that are the building blocks of pathways and networks. 
These are the small molecules that constitute the biochemistry, these are the cholesterol, the glucose, the lipid metabolism, which we’re able to do now with powerful tools that have emerged and continue to emerge, in an ability to measure quantitatively and simultaneously, for example, many metabolites within key neurotransmitter pathways, the norepinephrine, the serotonin, the dopamine, and to capture a more global view and perturbations within these integrated, interconnected pathways. We can also measure changes in lipid metabolism in ways that were not possible before, where we can measure hundreds of fatty acids within different lipid classes, lipids  involved in membrane structure and function and try to understand what has failed in the disease, how early these biochemical changes have happened. 
We can also measure glucose, intermediary metabolism, and what has started to happen in terms of studying Alzheimer’s disease is, if you look at the map, this complex biochemical map in the middle, in the center of the slide, it is really teaching us that all of these biochemical reactions are interconnected. And thinking about networks and systems biology, biochemistry, and the study of these molecules is really the basis, is the end result of interactions of what has transpired in our genetic makeup, our environment, and our microbiome. All of these define our biochemical reactions. 

So when researchers in Alzheimer’s disease note there are changes in lipid metabolism, or in glucose transport, or in mitochondrial function, I just want to remind you that all of these are interconnected. In these biochemical pathways, there are cofactors that make them cross-talk to each other. We’ve known this for 50 years. And what we’re doing now is to connect the dots, so that when you think about treatment in Alzheimer’s, perhaps we can help, and bring the layers of data that can show you trajectories of change, how [garbled: ispectmycolosis?] change, and glucose transport change with lipid metabolism. How does this correlate with the genetics, the wonderful effort, and the highlighting of the ApoE, and many other genes? What does this transpire in terms of biochemical rearrangement, biochemical pathways, interconnections among these pathways? How can we build a metabolic network and continue on the wonderful themes that were presented earlier this morning that work with the small molecules that are truly building blocks and that represent what has happened—not only what could happen, but what has had actually happened early in the disease and as the disease progresses. 

So, I see this as a layer of data that can bring a dialogue between metabolism, the metabolic community, and the geneticists, who have identified [Indiscernible]where we can bring insights, what is the ApoE4 genotype, how does it imprint the biochemistry, what are the lipid pathways, and other pathways that are affected? I also see it as a connecting piece with the imaging. Can one look at changes in the brain and identify by chemical changes peripherally? Can we start to bring and connect the dots toward identifying biomarkers, peripherally? Can we use this information to glean and to highlight the pathways that are affected, get to the targets. We know that pharmaceutical companies need targets for drug design, and here the biochemistry has always been classically the area that highlights pathways and targets and as it turns out these pathways are interconnected. So, we need to work with the pharmaceutical companies to bring this global systems network of how the biochemistry changes and think about how do we correct this and dialogue with the people who presented wonderful work on the network approaches and analysis of that. 
And then also, we can take this to build models and screening tools. Once we understand how the pathways have been modified, we can start to think about better models or we can test the models that are available. Do they mimic what we see in patients? If we metabolically profile these animal models with whatever genetic variants or exposure, it would be wonderful to compare them to the metabolic maps we are finding in patients, and then ultimately we can start to subclassify. Looking at the biochemistry, we can start to identify quite a bit of heterogeneity in the patients we classify as Alzheimer’s or MCIs; they are very heterogeneous. So, now we can start to tease and understand what collection of pathways really changed, in what subpopulation of patients, and what might be the targets that one can start to think about, bringing the systems approach. 
So I see this as only one layer of data to be integrated with other layers of data through the systems approach and a new paradigm of thinking about Alzheimer’s therapy. 
Lennart Mucke:
Thank you. The next discussant is Dennis Selkoe.

Dennis Selkoe, M.D. (Harvard Medical School): 
Good morning. Thank you very much to Neil and his colleagues at the NIA for inviting me to the meeting, and particularly for all of the wonderful support I’ve had throughout my career in doing some of the work on Alzheimer’s disease. Neil asked me to speak about new targets related to Alzheimer’s disease vis à vis Aβ and amyloid. I have made a few points that I will read and review.

I think my main message is that I am going to be more specific than many of the commentaries we have just heard and it is a glass-half-full idea. That is, that we have to be very careful as we appropriately reach out for new targets not to throw out what has emerged from 30 years of painstaking research by hundreds, thousands of labs worldwide. 
In the case of Aβ-related targets, Aβ dyshomeostasis is strongly associated with the known genetic causes of AD, and first and foremost with rising gene dosage of ApoE4, which impairs Aβ clearance. We don’t understand the precise details. Lennart suggested another mechanism by which ApoE4 contributes to neuronal dysfunction, and I think that is also important. But we do know that ApoE4 it is the most important genetic risk factor accounting for maybe 30 percent or more, and it impairs Aβ clearance in part. 
Biomarkers are key to validating therapeutics in chronic diseases. Low-CSF Aβ42 is the earliest and most widely confirmed biomarker of AD years before symptom onset. Again, I think these statements are not controversial, and underscore my central message, which is let’s build on what we know and move towards treatment for our patients as efficiently as possible. 
Therapies most likely to work in chronic diseases are those that target the earliest molecular change. Targeting later steps may work, but could be mitigated by end runs, and what I mean there, of course, is that it is very interesting and I think Lennart’s slide, maybe three before the end of his talk, was very compelling, where he mentioned the network dysfunctions that are clearly involved in the disease. But I worry that if we do not eliminate the most upstream causative agent that we can find, and I think that Aβ is unequivocally a causative agent of some forms of Alzheimer’s, certainly not all, then there will be end runs. That is, the same causative agent, if not removed, will trigger another pathway. And it will be hard for us to get clinical trials that show a real efficacy. 
Fourth, beyond the many mouse trials that are already published, we do know there are peer-reviewed reports of human trials suggesting that Aβ-lowering agents can slow cognitive decline and lower CSF tau/p-tau levels in mild AD patients. So if you look at the literature closely, and my recommendation points include references for this point, there is evidence that in the milder patients, we see some evidence of disease modification, especially lowering of p-tau, which is perhaps the most clear-cut marker right now of neurodegeneration. 

A report that an Aβ vaccine cleared plaques without halting dementia, which is widely cited, is really not convincing, in my view. This is something that is used to say we really need to move on as fast as we can beyond amyloid-lowering therapy. In that report, only selected subjects in a phase I trial of a vaccine that was clearly not scheduled for future use were studied. Some of these already had moderate AD at the time of their entry, this was not specified. Only two cases had the particular phenomenon that was proven of having robust plaque removal and progression to dementia and death. Soluble oligomers weren’t assayed, and yet you’ve heard from other speakers today that they increasingly think of not the plaques as important pathogenically. And the trial was aborted. 
While complex, multifactorial networks are no doubt involved in Alzheimer pathogenesis, drugs in my view can really not target networks per se. One must choose a single well-defined target per trial. It may be very important for a network, but one has to analyze the pathway in molecular detail, and decide which drug targets which step in a controlled trial. 
It is crucial to identify and develop non-Aβ targets. Absolute certain. And tau is perhaps the most compelling. Yet the 28-year progress since Glenner’s discovery of the amyloid β protein towards Aβ therapeutics should not be slowed, but rather accelerated. The answer is not one versus another approach, but both, or all approaches that we can come up with at this meeting and elsewhere. 
And so finally, the urgency of finding an effective AD prevention should not result in our setting aside three decades of research progress that has led to signs of biological and clinical efficacy in human trials. These are signs, they are not proof; they are promising but they are not definitive. 
We need to double our investment at the very least from public and private sources for Alzheimer’s research to both pursue anti- Aβ trials in presymptomatic and very mild AD. The earlier we moved, the better we are likely to have an outcome. And we have to start trials on new targets, in which case I would particularly heighten the interest in tau.

Lennart Mucke:

I couldn’t agree more. Next and last speaker is Bill Potter. 
William Potter, M.D., Ph.D. (Consultant):

Thank you. And I am going to pick up really on some of Dr. Selkoe’s comments that fundamentally, the question is, how do we validate a target? I’m taking this from the perspective of trying to do something in the field of taking novel science into new treatments. 
You cannot reject a target like an Aβ finding based on what has been published, because most of the compounds, all of the compounds and all of the populations that have been studied, not most, all, to date to my knowledge, and I think published in the literature are truly uninformative in terms of really testing the hypothesis. 
And this simple fact needs to be understood by everybody. This should be the simplest hypothesis to test in the world, right? You have a target, Aβ, that you can measure in something like cerebral spinal fluid, and it goes up and down, and you relate it to outcome and disease. The reason I’m putting this at the top of the list, and I will put it in the perspective of a true story. When I left the NIH and went to Lilly towards the end of the 90s, we were discussing maybe doing something like thinking about ADNI, and Steve Paul, who was then head of the relevant division said, “You know, Bill, yeah, this is great, do ADNI, do the biomarker development and everything else, but by the time you get any results back from these collaborative efforts and all this, we’ll already have a drug out there which stops Aβ.” 
That is a true story. What we need here is a deeper appreciation that it takes not a village but a city to test these crucial hypotheses. You have heard very inspirational presentations already about the additional hypotheses that are emerging, the systems hypotheses. I would argue that the target selection for that, as Dr. Selkoe said, is going to be very hard. But there will be targets. You could do functional assays, and there will be targets that emerge. 
But then we get to: Can we come up with a biomarker to process what that molecule is targeting a complex system with, whether it is proteomic markers, or metabolic markers, and also with genetic profiling, if we could do that in the relevant brain tissue, will we still have trouble agreeing on the best way to assay Aβ? 
This is expensive. The ADNI experience teaches us: when we try to spread out, we do have this great precompetitive effort in ADNI across the foundation, we have some real progress in terms of PET ligands, but when we really start digging down into the minutia of the quantitative performance of looking at multiple measures, we have years of work to do still to make those at the level, not as research tools to generate ideas, but as something to drive critical decisions by whether we’ve tested our hypothesis or can elaborate a more complex hypothesis involving multiple measures. 
So, the message I’m trying to communicate is: this is going to take an enormous investment in relatively scientifically boring space of how do you actually measure 100 proteins or metabolites accurately and reproducibly enough to actually interpret that data safely and make decisions on it, not generate interesting ideas. 
What about these in vivo and preclinical models? Of course, I couldn’t agree more with Dr. Lee, I mean these are fantastic, but to analogize those, and to think about how do we pick out which of those should we bet on enough to make the huge investments, and there I would simply emphasize, we really need incredible transparency, we need the ability to share results. I can just tell you, working in large companies, two labs in the same company have trouble reproducing the same results if they are in two different locations. 
So, we really need a way to “validate” in that sense—replication, filtering out those things and deciding which of those preclinical models are robust enough to even build a hypothesis to test and to generate future studies. And then, finally, of course, we need proof of concept studies which are highly informed, not just by new genetic markers, but looking at the genetic populations, those people need to be defined in terms of very precise multiple biomarkers which still have yet to be, well, particularly when you talk about functional brain the measures in a quantitative sense to relate to genetics, again we are just beginning to develop those tools. 
These are incredible opportunities to pull it together. But we’re talking about something that is going to take, frankly, probably a couple of billion dollars more a year to even begin to pull the sorts of elements together, looking at it from the amount of money we have already had to spend simply to nail down the tools to test the relatively simple hypothesis, which Dr. Selkoe pointed out remains to be tested. Thank you. 
Lennart Mucke:

I thank all the discussions for their very insightful comments and I point out to Neil and Richard that we are exactly on time. I think this calls for easing up on the 18-percent-administrative-cut clause perhaps. 
So, if we can now have the other speakers of Session 1 join us here at the panel and then open the discussion to all of you, and remember please that we have been instructed to cut you off after two minutes, so no long discussions, but we welcome your comments. 
I think Wes was first at the microphone there. 
Wes Ashford:

I’m Wes Ashford and just incredibly excellent and wonderful inspirational talks today and I really appreciate them all. I didn’t hear a single thing that made me think we were going anywhere close to getting at and understanding Alzheimer’s disease, sorry. 
I said it 25 years ago and I say it again. The underlying factor of Alzheimer’s disease is neuroplasticity. There are quadrillion synapses in the brain. The synapse half-life is about 6 weeks. There are a half a quadrillion synapses being destroyed every 6 weeks. They have to be removed. I think that one of the most critical questions that was asked today, is what, as Dr. Hardy said, what does amyloid do? What is its normal function in the brain? We have to understand this factor. All the things Dr. Selkoe said except for the last one I think were absolutely correct. But the amyloid, I think, is responsible and it is just a hypothesis I put forth 10 years ago that the amyloid is responsible for destroying that quadrillion synapses that need to be destroyed every 3 months. 

It is a toxic factor, but those synapses have to be destroyed so that new synapses can be produced. If you want to talk about networks in the brain, talk about the tremendous array of billions and billions of synapses, all the connections between them. That is the network that we have to understand that we have to target. 
Now ApoE is the fundamental factor in this, and that ApoE was the natural state until 225,000 years ago. We have to understand Alzheimer’s is not a disease, it is a process. It was the normal, natural process until 225,000 years ago. The ApoE3 has saved a large portion of us getting that disease, the ApoE2 is even more important. And the difference going from ApoE4, to 3, to 2, is what has been saving us from those Alzheimer’s changes in this modern society. I think we have to appreciate this whole range of how the ApoE is working and affects the amyloid, and when we do that I think we will be able to clearly see where the right target is. Thank you.

Lennart Mucke:

Thank you for the comment. John? 
John Trojanowski, M.D., Ph.D. (University of Pennsylvania Institute on Aging): 

I think Ken [Langa] portrayed the epidemic and the threat of the epidemic about Alzheimer’s disease in the United States. He alluded to worldwide consequences of Alzheimer’s. I’d just like to point out that it is a $604 billion problem right now, so it’s 1 percent of GDP. If that were the output of a country, it would be the 18th largest economy in the world. If it was the output of a company, it would be bigger than Apple, Wal-Mart, and Exxon-Mobil. 
This is a huge problem. There will be 115 million people with Alzheimer’s disease in 2050 and just think of the impact on the world economy if countries like China, which have very little health care in the countryside at all and very little in urban settings, are not able to manage their large number of dementia/Alzheimer patients in the context of one child-one family, when there are no caregivers. 
The new homeless in China will be those Alzheimer patients who have no care and cannot find their way home. This will be a threat too, if China is the number one economy in 2050, and it may well be that before 2050. I think the things that Secretary Sebelius has to understand, and I’m sure that she does, as well as Obama, and other of our political leaders, is that this is a threat that extends beyond the health care system. It is a threat that can affect the global economy worse than what we’ve seen in 2008 and are still struggling with now. 
I think it is not just a problem that takes more than a village, takes more than a cities, it takes nations working together to find a global solution to a global problem. 
Lennart Mucke:
Thank you. I should also mention that if any of the panelists have comments on the comments and questions, please speak up before we go to the next one. If you want to specifically address any of the speakers or discussants, then do so. 
Roslyn Franklin:

I greatly appreciate all the comments spoken so far and I can certainly appreciate the many decades of research that have been accomplished particularly in the field of Aβ. But in listening to most of the discussants, I, and speaking with some of the people that I know who are here, are probably a bit disappointed that other disease mechanisms might not be considered, particularly early cellular mechanisms of disease. 
For example, talking about ApoE4 and its effects on Aβ, there were mentions of its effects on cytochrome c and mitochondrial dysfunction, but it also affects IP3 receptor and ER calcium signaling. And disruptions within each of these organelles can have very clear and early effects on synaptic function and network function that are completely independent of amyloid pathology. And perhaps this might speak to some of the reasons why many of the Aβ therapies might not be nearly as effective or produce the results that have been hoped for. So I’d like to hear certainly other people’s opinions and thoughts on alternative mechanisms of Alzheimer’s disease that could be independent of Aβ and tau. 
Dennis Selkoe:

Can I make a comment? I think several times it has already been said that we don’t really understand anything about the fundamental molecular basis for Alzheimer’s disease, and I think that is not accurate. But we don’t understand many of the details by which Aβ, which is strongly genetically implicated, attacks the synapse, so both comments can be addressed. We need more research to understand how Aβ buildup affects synapses. Now when one asks the question, ApoE4  inheritance is unequivocally sort of an unbiased risk factor for Alzheimer’s disease, how does it work? So we have a tremendous clue in ApoE4. And I think as Lennart and Bob Mahley and others have often emphasized, the field has not been as focused well enough on that. There may be multiple ways that ApoE4 versus ApoE2 has a negative effect on neuronal function. But if it turns out that one of the first biomarker steps that we can actually identify is lowering of Aβ 42, and there is evidence for that, that precedes clinical symptoms, then even though it will take us years to figure out which ApoE4 effect is the most neurotoxic, and it may be multiple at once, the lowering of Aβ 42 means that Aβ is building up in ApoE4 carriers long before symptoms. And that strongly recommends—because we want to help our patients as quickly as possible, not solve all of the metaphysical arguments about Alzheimer’s disease—that we should treat with Aβ-lowering agents if they are safe and effective. So I think this is a theme throughout the meeting that there is a great deal we do not know, and we do have only partial knowledge. But I think we have enough knowledge that we can design—and it is being done—some fairly effective trials, while others are working out which aspect of ApoE4 in particular is actually triggering neuronal dysfunction and therefore memory loss. 
Richard Berkman:
I’m probably one of the few laymen here, but I have a family interest in vascular dementia and I worked with Bill Potter at the University of Pennsylvania Institute of Aging. And I have listened to all of this with great fascination and interest but as a lawyer, I have worked with a lot of scientists and doctors and appreciate sometimes how the importance of language and words change perceptions and then ultimately change the funding and research, particularly some of the things Professor Friend said. 
And one of my perceptions here is that we keep coming back to referring to this as Alzheimer’s disease, when we are really talking about a multitude of diseases that really result in dementia. And the problem with referring to this as Alzheimer’s disease is it would be like referring to cancer as breast cancer, and forgetting there was prostate cancer and other kinds of cancer. And the problem is, we don’t think outside the box of Alzheimer’s. And as a layperson, I have just one very minor suggestion to think back to [Indiscernible] book about nudges, that sometimes a little nudge will move things in a bigger way. 
The next one of these summits should be called something like dementia-associated diseases, DAD for short, as compared to Alzheimer’s disease. Because by calling it Alzheimer’s disease, we focus too much attention on one etiology and not on the multitude of other etiologies. Thank you. 
Lennart Mucke:

I actually would like to use that comment, thank you for making it, also to ask John if he wants to say a few words about the vascular dementia issue. I think you raised it in your comments. 
John Hardy:

Yes, I have a little sympathy with that statement. I’m not an expert at all on vascular dementia, but what strikes me is that we spend an enormous amount of time trying to divide Alzheimer’s disease from vascular dementia, or vascular disease, and in fact it is impossible to make that division. 
That’s one of the reasons I’m concerned about APP function, whether it relates in fact to vascular factors. I have a lot of sympathy for that statement. I think we do need to have a deeper understanding in vascular dementia. 
I wrote the comment very vaguely in my point, and I wrote it vaguely because the trouble is I can’t think of any really good experiments to do and that is really a problem for me. I can see it’s important, but it’s not something I can see good, hard scientific experiments to do on the subject, and I guess everybody feels like that and that is why progress has not moved. I do think we do need to keep our minds open. But I don’t know what to do about it. 
Lenore Launer:

I would like to second that comment. And to emphasize the importance of not so much vascular factors, but that this is a multi-morbidity environment and for instance, population-based studies have shown these associations, have brought them up, and indeed it has been very difficult to be able to translate these associations into mechanisms. I think that there are a variety of ways that can now be tried and also bioinformatics, that adds a whole new level of experiments that people can start, to start looking at it and thinking about it. I mean, maybe this is just a mechanical issue that the vasculature is not working as well as it should be, so it has sort of mechanical effects on clearance, or maybe there’s something metabolic, there’s some interaction with genes, but in any case, these are all areas that have been identified and can be brought to the bench to be able to investigate. 
George Vradenburg (Vradenburg Foundation and Us Against Alzheimer’s):

This is going to end up being directed toward Steve Friend, but with two comments. First, Ken Langa and John Trojanowski made the point that this is a gigantic health and potential financial issue. There will be 20 million people who will die of this disease by the time we get to 2050, even as the prevalence of the disease multiplies four- to five-fold.
S&P has identified the health care cost of the aging, led in part by Alzheimer’s and some other aging diseases, as the single element it will look at in assessing sovereign debt risk, and we know the sovereign debt risk of countries around the world creates financial crisis and includes us as well, but with 36 million people around the world now with Alzheimer’s, over 100 million in 40  years, China will have more cases of Alzheimer’s by 2040 than all the developed nations put together, this is going to affect global finance and global economics, so the problem is huge. 
Enormous heterogeneity and brilliance on this stage. I need to know how we can move faster. You identified , Steve, sort of new mechanisms by which we can learn faster, we can fail faster, but simply how does one interrogate a research community of such heterogeneity and difference of opinion, and different organizational structures in order to move it faster, so that millions of people who are dying today will not be dying in 5 and 10 and 15 years?  Because we can’t wait, in the patient community, for all the debates to occur. Perfect cannot be the enemy of the good, we need some faster pace to the developments here.
Stephen Friend:

Garrett Fitzgerald, who is an expert at the University of Pennsylvania, made a pretty stark comment, which I think we should remember, which is—Sharing is punished in academia. And until we recognize that we champion, in terms of who we promote and how we do things, the individual teams that get their credit, until we have a way of sharing information and working with others prepublication, in ways that go beyond what I’m sure others will say, we are already good at sharing, I think that it is going to be hard to have the progress at the speed that we want. 
So let me explain what I mean by this. There are many examples. I have worked in biotech and in industry. If you want to see sharing, look at what goes on within a company. You will see the speed that has worked in intra-lab communication and inter-lab communication is the same. That does not happen between institutions, academic institutions. So, I think the first thing that has to go on, is we have to have ways of recognizing individuals before it is their first or last name position on the paper and how it is cited. To do that, we have to have ways of tracking that, we have to have ways of going and looking at who has done what. 
That was the concept of having a collaboration space. The second is that I think that citizens are still outside of the zone in terms of the role that they could play. And I think there’s going to be a patient-activated Spring. There’s been an Arabic Spring, there’s going to be. And patients are going to be saying, you experts who have been running the show for a while, let us join you. Notice I didn’t say, we are going to take over. That’s not what it is. It is actually that citizen science is bringing experts and individuals together to solve problems. 
I think the two components I was trying to get across, one is I think we have to look at how we work with genomic data and share that, and how we build models together and give credit, and the second is I think patients are standing by and ready to hold people accountable for saying, they also can be experts. You do not have to have a Ph.D. next to your name, if you have passion and energy. There are ways those individuals can be involved in building those models.
John Hardy:

If I could just say one quick thing on that as well. I think we’re going to move fast. Like Dennis I’m an optimist when it comes to the anti-amyloid strategies. I think there are molecules in the clinic right now, which will be successful or could be successful at preventing Alzheimer’s disease. I think the challenges come if we’re going to move really quickly, is how do we move towards prevention-type studies, be they primary prevention or secondary prevention.  And I think one of the key challenges for this group, not necessarily this session, but this summit will be how to move towards that kind of paradigm. 
Huntington Potter, Ph.D. (University of Colorado):

Huntington Potter, University of South Florida, soon University of Colorado. I want to praise John for bringing up Down syndrome, because 340,000 people in the United States are actually guaranteed to get Alzheimer’s disease. We know who they are, we know them from birth. For prevention trials and for diagnostics, this is the ideal population. 
The second point I would make is that our work and other people have shown that Alzheimer’s disease is actually a mosaic form of Down syndrome in the sense that at least 10 percent of the neurons in an Alzheimer’s brain have three copies of chromosome 21 and another 20 percent are [Indiscernible] for other chromosomes. 
So this links these two diseases mechanistically as well as pathologically. Another point I would make is a slight disagreement with the term ‘Aβ clearance’ as the mode of action of ApoE. There’s no question that increasing ApoE increases the amount of amyloid in the brain, especially ApoE4, but I think the data suggest that the mechanism of that is that ApoE is the catalyst of amyloid formation, and that once you form that way [Indiscernible] they are harder to clean. 
This is very important to change the terminology, because the impression left by ApoE being an Aβ clearance molecule is that if you increase ApoE you will increase Aβ clearance. But that is actually the exact opposite. If you increase ApoE, you increase Aβ deposition and Aβ toxicity. This has been shown in vitro and in vivo, and we so we really have to change the terminology. Not the data, which are absolutely super, but Aβ is a catalyst of Aβ deposition and toxicity. Thank you.
Charles DeCarli, M.D. (UC Davis):

My question is for Dr. Morimoto. I really enjoyed your talk about aging and how the systems change with diminished chaperones. I was a little surprised, however, that you left out some of the very common phenomena we see with aging, and that is oxidation of proteins and how that is almost lock step in the chronological advance of the biological systems and what role that may play, since that has been well studied, and yet we tend to underestimate its affect. 
Richard Morimoto:

Thanks for bringing that up. Rather than to think I left it out, sometimes knowledge becomes canonical, and so I think we do accept that oxidation, carbamylation of proteins is a real component. You saw it actually in that seesaw that went back and forth, the protein damage. That is the stuff that builds up that initiates. Thank you for bringing it up. 
I think that is evidence that decades of outstanding basic science, now penetrates into the field so that we can move beyond and accept that oxidative protein damage does accumulate. The question is, what other consequences it does it have in terms of proteome stability and cell survival. Thank you. 
Zaven Khachaturian:

The take-home message from this morning’s presentation was that we need new thinking about the disease and that you propose several different ideas: systems biology, systems failure, juxtaposing that with some of the comments that Dennis made, I’m exaggerating on purpose, Dennis’ point that we should not throw away the baby with the bathwater, that we should stay the course and that there are 28 years of scientific investment and some ideas that we should somehow find a way. 
The question is, how do we balance the juxtaposition of two issues: one is creating a system where we encourage new thinking takes enormous scientific risks in adopting new ideas and moving forward versus staying the course and building on what is there. Part of the problem that I see is that it is in the review process in how we identify new ideas. Everyone is for it, everyone wants to do high-risk, high-payoff research, yet when it comes down to really going through the review process, whether it be a study section or journals, they’re not willing to take the risk, they want to stick with the scientific orthodoxy and stay the course. How do we create a system—I think it should be a part of your recommendations to NIH—it’s not just a question of funding, but also how we organize the peer review process, which is essential, yet it is broken, it is not working, particularly with respect to innovation and really moving forward. 
Dennis Selkoe:

I agree, Zaven, and I think that is actually important and one way to do it is that the global recommendation from this meeting and others will be to increase funding and allow us to address multiple mechanisms and targets simultaneously. 
To get around the idea of competition and bias, because there is, strong bias in scientific minds, the NIA can put out RFPs for new topics that they think are really worthwhile, based on peer-reviewed scientific discoveries, and ask people to apply that won’t work on one of the now classical or dogmatic approaches to Alzheimer’s disease. 
I think one way to do it is to not all be competing over relatively sparse funds, have a larger budget, generally not only public but private, and then have our policy leaders and the people who know the most about it, as you did when you so hopefully supported my own work over the years, design RFPs in which you sort of decrease or almost eliminate the idea of bias and competition around current dogma, because you say, we only want applications for something novel. 
At the same time, you need to put money aside for things that are already mature and have data behind them. At the end of the day, it is all about objective data. And so I think it can be done, but it has to be done with at least two- or three-fold as much Alzheimer’s funding as we have now. 
Richard Morimoto:

Zaven, you also brought up another point and I’m going to return to something that Stephen said. We have created and sustained the most complex peer review system for publication and it is very different than these other fields, where you have huge teams coming together, or for example in data sharing, as it relates to the field of computation, they do not use the process we use at all. It is much more open, the system decides what is worth recognizing and giving credit to, and it is less dependent on, we’ll call it waves, or trends, or fads, and the other complexities that actually have fueled this inability to share information before publication, and now that publication can take years, not just months, it makes it even more difficult in a field where you’re looking for rapid return and sharing of knowledge. 
I think we are in actually a very awkward spot right now, because the graduate students and postdocs, the faculty and the promotion and tenure still want these papers that are taking longer and longer, and so it works exactly against the process of sharing information quickly. And we have to figure this one out, I think in parallel with the funding. 
Elaine Bearer, M.D. (University of New Mexico):

I recently moved from Brown University to the University of New Mexico where I’m a pathologist, and a molecular biologist/basic scientist. One of the areas I’ve kind of fallen into is the presence of herpes virus in human brains. We have found that 85 percent in our autopsy series have herpes simplex virus type I. Other people have reported large viral loads in human brain. 
I am standing up talking about this because I heard Dr. Kaddurah-Daouk talk about the gut microbiome. Well, we have a brain microbiome. We have three types of herpes virus at very high incidence in our brains. There is virtually nobody who has no virus in the brain. And I am wondering why the Alzheimer’s community is not looking at infectious disease and environment in the early initiation of Alzheimer’s disease and other forms of neurodegeneration. 
Rima Kaddurah-Daouk:

I think you raise an important issue. When we were talking about studying metabolism at the global level and trying to understand what are the changes in the trajectories of the disease of Alzheimer’s, it was quite surprising to see that metabolites of the gut microbiome certainly make it as part of the list of the things that discriminate and are unique in patients with Alzheimer’s. Not only with Alzheimer’s. We’re starting to see a paradigm across neurodegenerative and neuropsychiatric diseases, bringing the issue and the importance of not throwing away any hypotheses. On the contrary, I think the discussion this morning is about synthesizing and interconnecting, and building on layers of information that is available within the literature. We can really start to think about the networks in ways that were not possible before, including effects of agents or bacteria or viruses.

Elaine Bearer: 
So what is exciting to me, if we look at herpes simplex virus, we have a powerful, antiviral agent that knocks down its replication. It is not curative, but it knocks down replication. It’s inexpensive, it’s generic, it’s virtually over-the-counter. We could, if herpes virus replication in the brain is involved at all in Alzheimer’s disease, we have a very early, easy effective FDA-approved drug. I think not looking at it is kind of silly in a way. 
Lennart Mucke: 

This finding has been around for a very long time. So I think people have recorded associations with HSV for a long time, but it has not really gone very much further beyond this association as far as I know. Now, I haven’t studied this intensely myself, maybe someone around here has or some of the neuropathologists have, but there have been many associations, be it with aluminum and Alzheimer’s, and HSV and Alzheimer’s. This is one that has not had a long half-life, as far as I know.
Elaine Bearer: 

This has been a problem. I am new in this—I just fell into this, looking at herpes virus and discovering that it interacts with APP at very high copy number, increases APP expression, increases Aβ production in affected cells. But reading through the literature, you can find a paper that was published in 2009—512 Europeans followed in Europe, published in one of the PloS journals. Over 8 years, they found a huge increased risk in progression of Alzheimer’s disease in previously normal appearing patients who had spikes in their HSV serology. So I think we have not looked carefully enough, and I think some of the ideas that have come out here are probably the impediments to those studies. The idea that there’s multiple causes, HSV may be only one, so if we look at an association and we don’t find a tight one, 85 percent of us have HSV in our brains. Not all of us are going to get Alzheimer’s disease, what’s the difference?  So there is a lot of conundrums in making the connections. And to drop the ball when we have such a simple cure possible seems, we need to get more precise about these tests and figure out better how to do them. 
Chas Bountra, Ph.D. (Oxford University):
Thank you very much for the great talks. A few provocative comments. We have heard a lot this morning, about how we need to do a lot more to understand the pathways, to identify the targets, or the therapeutic nodes, we need better assays, better animal models, better biomarkers, better ways of stratifying patients, etc., etc. And I am standing here thinking, well, if the panel were to make one recommendation, what would it be? What are we going to focus on? If the NIH even put in another billion dollars a year, I think that’s not going to make much impact to what we’ve been talking about this morning. So what are we going to focus on? If we work on amyloid for 28 years, collectively as a biomedical community across the world, we have probably spent well in excess of $20 billion. And we are still standing here asking the question, is our hypothesis right? Which form of amyloid  do we need to lower, where do we need to lower it, etc., etc., etc.
And yet we heard this morning, patients are desperate. If we carry on like this, if there was a CEO of a Pharma company sitting here, I suspect they would decide to pull out of Alzheimer’s research because they’ve got to provide a return on investment. So what’s our recommendation?

Lennart Mucke:

Yes, so I think it would be foolish to put all the money down on one target. To me the concept is wrong to expect the panel to deliver one new thing that we should be chasing. Because the disease is clearly multifactorial. I think the approach has to be multi-pronged. I would not actually want the panel to deliver and identify one particular avenue at this stage, because we lack the information to do so. There are simply often no simple answers to complex questions. And we’ve got to acknowledge that. So I would not want them to be seduced into picking one over all the others. That would not be prudent. 
Stephen Friend:

I agree. And I’m not going to come up with a target. But I want to throw the gauntlet down here.  Which is, and it costs less than millions of dollars, and that is I think funders—and this is not just about the NIH—have an ability to separate the funds that are given for data generation from those that are given for analysis. When you fund someone to generate data and analyze it, why do they want to share it, because they have been paid to do the data generation and then the analysis? If it was possible to make it such that the data in its full extent, okay—so I’m talking about beyond what PCGA does—were out there for anyone to be able to work with, that simple ability, to actually have a place where that data could be worked on by anyone. Not because I become a collaborator with you. It is something that costs no money, and that is not the way the grants are set up. And I could give others, but I want to throw that gauntlet out there and ask, why can’t we do that? It costs no money.

William Potter: 
And as a direct response to the billions spent, say, by the Pharma industry, and frankly, quite a bit through the NIH in trials, not only in Alzheimer’s but in other areas, for the tools [were] in place to make sure that your hypothesis, I would argue that, taking ADNI as an example, you can spend 60 million or so, and place tools that begin to allow you to test the hypotheses. The fact that people leap on faith, or to giving something to people, and you do not know what it is doing to the brain. You don’t know whether you have tested your hypothesis or not, if you choose to do that, of course you’re going to waste money. And maybe if you have enough, that’s worth doing. But I do believe you can systematically use that technology now to decide what can be matured to allow for how many of these hypotheses can be tested? Because what we need to do is test multiple hypotheses in parallel, and that is impossible if you do not make a $100 million here, $100 million there investment in the tools. So I think you can put together a strategic plan whereby you would align, what are the feasible hypotheses we can test? If we can engineer that, and then we can figure out and prioritize what else you do with the funds, and put together a coherent thing. So I think it’s possible to be going [Indiscernible].
Rima Kaddurah-Daouk:

I think the question that was raised was quite valid. We do need more funds, of course. But for the billions that have been spent, and for all of the information out there, we have not used it effectively. In terms of synthesis, bringing it together. What are these variety of things that different people have reported on? Why cannot we synthesize all of this in some smarter ways? Why can’t we bring the perturbations in energy metabolism, mitochondrial dysfunction, lipid metabolism, with the genetics, with the imaging try to use that. 
And Stephen, you have raised very important issues. The dialogue. The communication. To build this information, it’s vast, it’s out there. I want to give an example from the cancer field. For 40, 50 years, the Warburg effect has been described. There’s a problem in energy metabolism in cancer cells. We knew that utilization of glucose was apparent. Forty years—no new advances came about. It was only recently, over the last 3, 4 years that people got together, and said, is it not time, to label this glucose, do a simple experiment? Label this glucose with C13. Give it to a cancer cell and give it to a normal cell. And give me a roadmap. Tell me what has happened from uptake to metabolism to glycolysis, to fatty acid biosynthesis, and lo and behold a whole new vision, whole new pathways that interconnect with glucose turn out be completely apparent. This is the work of people at Harvard, M.I.T., wonderful work that is coming about from a very simple experiment. 

So I look at the field of Alzheimer’s, I look at reported [apparencies?] in glucose uptake or metabolism, that has been again around for many, many years. And even the very simple experiment to say, can I label, in a very stable isotope, safe, easy-to-use, can I give it to 10 people with Alzheimer’s disease and track the metabolism? I can get quite a bit of information. And this is only one experiment. 
Can I interconnect the changes in lipid metabolism with the glucose, with the genetics? So I would say that yes indeed we need new funding, but very importantly is Stephen’s point, can we synthesize, integrate, and use vast amount of information that already exists so that we can chart a smarter way of moving forward so that we bring catalysis and systems approach.
Richard Mayeaux, M.D. (Columbia University): 
Yes, I was just going to make a comment to Stephen that in the genetics groups, we have DNA available for any qualified investigator. You do not have to collaborate with us. Pay the shipping cost to get the DNA to your lab. You can get the clinical data that’s attached to it. This has been something that John started pushing and I joined onboard. You can get families and case-control sets. If you don’t want to deal with DNA, you can just go to the data. It is available. It is publicly available. Sooner or later, the epidemiological data will be attached to the people who have gone through the GWAS, and I think there is a discussion about adding imaging data and other types of data to that portfolio. I think, it’s started—maybe it is not as rapid as you think, but it has started. 

Stephen Friend:

Just a very quick, 15-second. It is starting. And its ability to be more potent as it emerges is great. An example though that sits today, the data I showed on the Harvard Brain Bank, we put that data in the public domain. Harvard called up, and said, what is that doing in the public domain? Take that off your website. And I said, no, we’re not going to. Because the NIH paid for this, that should be out there. So I don’t know who from the Harvard Brain Bank was involved with that, but I got a letter saying take that off the public site. So we’re not quite to where we need to be. 

Greg Hook (American Life Science Pharmaceuticals):
We are a small biotech pharmaceutical company. I need to remind you that that is where innovation lies. In your startups, the Apples, and the Hewlett-Packards, the long, long list. But those early successes were done with venture capital. I think a lot of us know, that market is dysfunctional for Alzheimer’s drug development. There is too much risk. Too long a return. We have a compound that clinically looks good. And it should go. There’s some interest, even at the ADCS level on it. But getting funding for the regulatory approval and the phase Ia, just the SAD study, virtually impossible from the classic system. That is not news to most of the people here. But here is a new idea. You talk about citizen or patient involvement, although I am an attorney, I’m not knowledgeable on the new SEC regulations that are coming down for crowd funding. But that might be a way. Crowd funding is in its developmental sense. It’s like you could invest in my company. As a little person. Before only hedge fund-type people or sophisticated investors could. That might be something, because the bottom line is, we have to get more compounds into the clinic. We have to fail faster until we can find one. And that’s my new idea. Maybe that’ll be a different funding source. Because we still have to find one. Critical, though, is NIH. We have all said that. We’re all singing that chorus. But this might be a different way. Thank you.

New Commenter:

I am here as a volunteer public policy advocate for the Alzheimer’s Association. I co-chair the Pennsylvania Coalition. I can say, and there are other advocates here, getting to a point that many of you made so well. There is a robust, energized, advocacy community out there in the tens of hundreds of thousands. You give us hope. We can share this with their families. My point, which was raised by other questioners -- this is a question -- there is legislation in front of Congress. We have been helping to advocate this. It is called the Alzheimer’s Breakthrough Act, supporting Alzheimer’s and related disorders. We have had several iterations over the years. The first one was done in honor of President Reagan back in 2005. The previous iterations of this bill that we’ve pushed very hard for in Congress, we have submitted a price, if you will, to Congress, saying in order to achieve a breakthrough in this, we believe that Congress needs to allocate perhaps $2 billion. I want you to be aware of this. The current bill pending in front of Congress now, the current Alzheimer’s Breakthrough Act, for the first time is asking you all, asking the scientific community, asking NIH to present back to Congress what you believe—and I know this is a loaded question—what is a meaningful amount of money to achieve a targeted pathway, to get disease-modifying medications. If the bill were to pass, and it’s going to be a long way in this political environment, it would be incumbent upon NIH and your community to come back to Congress with a meaningful number. Coming from you it’s going to have that credibility. Do you feel there is a dollar amount? Do you feel comfortable coming up with that number? And would that take us to the next great step? 
Lenore Launer:

We have actually done that. The National Alzheimer’s Association convened a group of members to work on this issue specifically, what is the budgetary challenge that would be faced to achieve deliverable goals over a 5- to 10-year period of time? And Bill Thies is in the audience, and I believe that document is now public. It has been submitted to NAPA. With just that question and answer in mind. 
Lennart Mucke:

Just to give you an idea, when you look at the commitment that Germany has made to Alzheimer’s research and related disorders, they have committed 65 million Euro per year in new funding for that effort. And if you compare the GDP of Germany and the U.S., that would translate into roughly $400 million annually of new funding. Which would be a doubling of the neuroscience branch, roughly, of the NIA. I think that illustrates the kind of bold moves that other countries in the developed world are making in realization of the challenge ahead if we don’t conquer these diseases more rapidly. 
John Trojanowski:

We had a meeting with Parkinson’s scientists last year, and I understand in China the budget for Alzheimer’s and Parkinson’s is doubling every year. The Alzheimer’s Disease International Committee, using figures like Ken Langa’s, said that we would have to increase today the budget for Alzheimer’s disease by fifteen-fold. We have also submitted to NAPA a document proposing supercenters. We call them comprehensive Alzheimer’s centers, but as Richard said, this should be Alzheimer’s, Parkinson’s, vascular, all bundled together, which we specifically said. And we proposed a half a billion dollars over the next 5 years for supercenters to network with the existing ADCS. It is a huge problem as I mentioned earlier. We have to do something now. I think those are some budget numbers you can play with. 

Stephen Friend:

I want to make a comment that in some ways is a link to something that Chas Bountra, you’re going to talk about tomorrow. This process would require no money. And we have to. In this instance, I think that industry is ready to look at different ways that we do trials for novel mechanisms that would take those compounds all the way through into clinical trials, a project that Chas Bountra and I and others have been advocating. All the way through, with no IT, and sharing all of the molecules with everyone. So that industry can build proprietary compounds off of that, once you know that it really worked in humans. And if we looked at the siloed approaches that pharmaceutical companies take, all having their similar failed trials going on simultaneously. And you were to open up that process, such that actually the money that we had, was getting to the understanding of the mechanism—that is what I’m talking about. And then allowed companies to go in and make their proprietary molecules—I think there’s a way that a lot of work could be done in Alzheimer’s that does not require massive new budgets. I hope that was a reasonable description, Chas, for something you’re going to talk about tomorrow.

Ian Kremer (Leaders Engaged on Alzheimer’s Disease): 

I will throw out, again, hopefully provocative questions. We know there is no single purchaser larger than Government for the therapies that hopefully you all will develop. I wonder if there should be upfront stated incentives on the purchasing side as well as on the drug discovery side. In other words, should you not only have the government funding investigation, but also production, and guaranteeing whether it is patent purchase or some other mechanism to guarantee the market on the other end of the research. 
Second, in terms of the citizen participation model, should you have a dashboard or a database that is open to the public? And the way the Federal Government has recently created one around nursing home quality of care, should you have something that lets the general public that might participate in clinical trials or other avenues know who collaborates and who doesn’t, as an incentive toward greater collaboration? 
And third, should the Federal Government and private funders, or governments around the world, have an articulated, clear, and decisive preference in who they fund based on levels of collaboration? 

Lennart Mucke:

Good questions. 
Ian Kremer:

I would love good answers. 

Lennart Mucke:

I mean of course there are mechanisms in place, like the program project grant and the Cinda  grants that are reviewed and ready, at least the program project grants, with one criterion very strictly being the collaborativeness of the group that is being funded. But that could of course be spread out more. There are also linked RO1s, so the NIH does already have in place some mechanisms that definitely promote collaborative interactions among larger groups of scientists. And there are now large consortia forming. So I think those mechanisms certainly are very attractive and very important, but maybe that could be spread even more. 
Ian Kremer:

And let me just up the ante a little bit, in about 5 seconds. Should you go from incentive to maybe something that approaches punishment for not collaborating? Should applicants lose money for not collaborating, and should you balance the amount of money in the pool explicitly toward those that do collaborate? I am not taking a side. I am just asking. 
Lennart Mucke: 

I know that oftentimes there is this preoccupation. I have actually been very impressed by how collaborative the Alzheimer’s research field is. I rarely ever encounter a “no” when I ask people for reagents. It does happen, but I would say it’s not a very frequent occurrence. I would think, though that mechanisms could be put into place to facility collaborations, and I do feel strongly, when it comes to the resolve of discrepant finding. There you often have, one person who observes one thing, the other can’t reproduce it, and then sometimes we attend a meeting where these two groups kind of fight it out. I think it would be helpful if we had a mechanism that would say: you guys go into the same lab at the same bench, do this experiment jointly and resolve it. It would be very productive. I think it would be nice to implement such mechanisms.

Richard Morimoto:

I think we have to recognize the necessity of balance here. Collaboration is essential. And the citizen scientist I think is a wonderful direction. Almost every great discovery of science was singular. This is the nature of humankind. So to say just because we have people together we’re going to make the same quality of remarkable discoveries has no precedence. It has a lot to do with how humans function. But there are ways to now amalgamate information and people together at appropriate levels. 
I wanted to make this one other comment, when Stephen first brought up this idea of the citizen scientist. It’s an analogy—one of the most daunting problems in biology it is how a protein folds. It’s so difficult that it still can’t be done computationally. But a scientist, named V.J. Pande at Stanford created a program, and for those of you who have laptops, it’s called Fold at Home. At Stanford. This is for kids. He sent this out to the teenage crowd, the young adult crowd. And they solved problems that were vexing scientists. Because the whole point is, there is a huge amount of information.

So imagine we had these very large databases of complexity. And we had mechanisms in working with the various advocacy groups to say, here is all this information. Can you help us solve the problems? We’re not going to set any boundaries. Information’s going to be there—help us understand the complexity. That’s a way to do it where it’s collaborative, and I think really pushes the field forward.  My point is, we do not want to set boundaries on who comes to the show. If everything has to be collaborative, that means you already know who you want to collaborate with. I think it is very exciting in the future, not to be so prescriptive. Let people come to the show. 
Kumar Sambamurti, Ph.D. (Medical University of South Carolina):
I would like to expand on what Dennis Selkoe has been talking about, with amyloid being so critical. And the parsimony of psychology hypothesis that’s generally true for most diseases, that there is a starting point. But the point is, we still do not understand what the mechanism by which amyloid causes toxicity in the early years. And we cannot really demonstrate that that is really working in Alzheimer’s disease. And yet there are so many ways in which Alzheimer’s disease accumulates amyloid. So for instance, with a one-and-a-half-fold increase in APP expression, you have amyloid deposition that is between 1,000 and a million times more Aβ, so Aβ accumulates to toxic levels and the [garbled] I would argue is that actually before amyloid, at the level of accumulation of amyloid. I think that a lot more really needs to be supported in terms of the amyloid hypothesis and what leads up to it from NIH, and that’s pretty much where I would start that argument.

New Commenter:

I just want to say, not to quote the movie Avengers, but, “Separate we’re powerful, together unstoppable.”  I do believe that collaboration is very helpful. And in response to what Stephen said earlier, I just felt the need to stand up here and read this to you.

A subgroup should be formed, consisting primarily of a representative from HHS, NIH, NIA, WHO, FDA, doctors and researchers as well as biotech and pharmaceutical companies, similar to the Therapeutics for Rare and Neglected Diseases Program (TRND). This subgroup should stimulate drug development and research by providing an opportunity to partner with one another in a collaborative environment with the goal of moving promising drugs into human trials in a timely, efficient and highly effective manner. This subgroup should use an application and evaluation process to select collaborators. Selected investigators should provide each separate drug candidate’s starting points and ongoing biological disease expertise throughout the total project. Each drug composition should be studied individually and separately so that the best possible ones can be accurately identified and focused upon. Therefore, each potentially valid treatment and/or cure for the Alzheimer’s disease process is regarded as a separate project or entity, within the main project; the main project’s goal is to create a new, a better medicine. 
And I wrote this. I’m not in a medical field. I’m a daughter who loves my mother extraordinarily. I’ve been researching this myself for many, many years. And I’ve been going over it a million times in my head. What could we do different?  Because as you know the definition of insanity is doing the same thing over and over again. We know if it doesn’t cross the blood-brain barrier, it’s useless.  So if we use this type of process and we all get involved, and luckily, thankfully, I’m in a country where I can say this and not be thrown in jail for saying it. We just have to think realistically—the money. We have to think in terms of, I don’t know if you’ve ever seen the movie Moneyball with Brad Pitt? A different way of doing things to get to the same goal, and we know it hasn’t worked up until now so we have to change it. And I drove a long way to say this, and my mom is very severe, so I just didn’t want to lose the opportunity, so in conjunction with what Stephen said. Thank you. 

Stanely Rapoport, M.D. (National Institute on Aging at NIH):

I think it’s important to realize that there are a number of other diseases, neuropsychiatric diseases, and HIV, that are progressive as well. And postmortem studies of the brains from these groups of diseases show remarkable similarity, at least with regard to markers of neural inflammation, microglial activation, and upregulation of markers of the arachidonic cascade to what we find in Alzheimer’s disease. I think it might be worthwhile to think of the issue of progression associated with cognitive decline, symptom worsening, and synaptic loss, as common to a large number of diseases, and perhaps instead of ‘with multiple causes and multiple genetic effects,’ revisit the issue of trying to treat the neural inflammation, and the upregulated arachidonic acid metabolism, irrespective of the disease, as potential ways to reduce progression in Alzheimer’s disease, and at the same time, develop biomarkers such as neuroimaging to see whether the changes in those targets correlate with changes in disease progression. So, in terms of communication, we should communicate with other Institutes, who may be addressing the same problem with diseases with common factors. Thank you. 

Lennart Mucke:

I think it’s an excellent point, and I’m glad you brought up HIV dementia. Because it is pertinent to our current discussions as to whether Alzheimer’s is ever reversible. And how early do we have to treat? I have been impressed as a neurologist by how it is possible to actually reverse significant neurocognitive impairments in HIV-affected individuals with effective combination heart therapy. There you have a dementing disorder that can be very disabling, and it is reversible to a very significant extent. So I think that is interesting. And if similar principles were at work in AD, one would predict that there should be at least a margin within which we could achieve some improvement symptomatically in people with symptomatic Alzheimer’s disease if we eliminate the chronic intoxicated state that they probably suffer from.

Michael Harpold, Ph.D. (Down Syndrome Research and Treatment Foundation):

I’d like to build on something John Hardy said, as well as a couple of the people in the audience, and there are some common themes. There are a lot of good ideas. How do we get there faster and also how much money is going to be required?
I’ll just pose a question that Dennis Selkoe raised about what’s the simplest answer to a hypothesis. With Down syndrome, it’s been mentioned that there are 400,000 people just in the U.S. with Down syndrome. Every single one of those individuals, by their fourth decade, is going to have the neuropathology associated with Alzheimer’s disease. Again, not quibbling about absolute definitions of Alzheimer’s disease. But back to the pathology. It seems to me that one of the underlying questions is how do we know we know what we’re studying? And I think this is one place where increased attention and at least incorporation of individuals with Down syndrome – and Down syndrome as a disorder – into a more mainstream aspect of Alzheimer’s disease research would help not only from the molecular level and the systems level, but all the way ultimately through what will be discussed in this conference, all the way through clinical trials. I would like to leave with a question. We’re going to have a lot of good ideas here, how do we move that into—if everybody’s not convinced of that—a discussion that will move forward to the next steps of actually integrating it into research initiatives ? Thank you. 
New Commenter:

How about ADNI-Downs?

Lennart Mucke:

I would like to thank all of the speakers, and the discussants. And all of the folks in the audience who asked these great questions and ask you to be back here at 12:45, because the fun is just beginning. 
Session 2:  Challenges in Preclinical Therapy Development

Neil Bucholtz:

Everybody please take your seats. We’re going to start the exciting afternoon session. 
Barry Greenberg, Ph.D. (Toronto Dementia Research Alliance) (Session 2 Chair):

I’d like to welcome you to Session Two. I’d also like to appreciate the richness and interactions I have been able to have with those who have been involved in putting this event together, both those who are involved in this session as well as other sessions and the NIA staff, and I would like to think that staff for the opportunity to participate here. 
Session 2 is actually a nice bridge between the Sessions 1 and 3. We solved all the problems of target selection this morning in Session 1, and we’re going to solve all of the problems with clinical development in Session 3, so Session 2 is the bridge. How do we deal with all of those preclinical challenges in bridging to the clinic? 
You’re going to hear some discussion on that matter during the next session. We have to keep in mind that the objective of this summit is to come up with a strategic plan to deliver an effective therapeutic within the next 10 or 15 years. We have to grapple with what is the scope of that sort of task. 
Before I introduce the people who are going to be addressing that from the preclinical challenges perspective, I just want to point out that the competitive marketplace was not conceived to overcome problems of this magnitude. And we’ve been hearing some rumblings of that this morning. 
We have heard as metaphors, terms such as moon shot, Manhattan Project, and I think that it is time that we begin to realize that this is not hyperbole. There are broad capabilities that do exist across sectors that need to be aligned and integrated in order to solve the problem. Those capabilities exist, but they have been by and large siloed. And those are the silos that we need to break down and the collaborations that we need to build, the interactions that we need to build, and we heard a fair bit about that this morning, and you’re going to be hearing more about that this afternoon and tomorrow. 
To deliver a solution to this looming tragedy before it overtakes us, and I think John Trojanowski articulated that very well this morning, and I was going to give it a shot, and now I do not have to. 
We recognize that domestic and international within and cross-sector barriers need to be removed to enable sufficiently broad collaboration as well as a system for incentivization for the investments and the participation that will be required in this effort. 
This summit, if what we are doing ends at the end of the day tomorrow, we have all wasted our time. This needs to be step one in an ongoing—not even dialogue—metalogue involving multiple stakeholders, which will include not only the research community, but also the legal and legislative authorities to establish alignment of those issues with the scientific strategies. This will need to be the ultimate outcome of this activity. Synthesis and the integration of our specific topic areas in this summit to achieve the high-level objectives. 
John, I will invoke your name once again, because he in a big “reply to all” took one of my comments this past week out of context. So turnabout is fair play. It was John this morning who said that this is the Woodstock of Alzheimer’s disease without the mud. The fact that we are all chuckling means that a lot of us remember. One of the posters in the dorm rooms was “If you’re not part of the solution, you’re part of the problem.” And we have to find a way that will enable us to work together effectively so that we can become a part of the solution. With that I would like to introduce with pleasure my colleagues who will be joining me on the podium. The first speaker will be Chris Lipinski, whose name is well known to everyone in the drug discovery field. 
I’m next after that. Then Piet van der Graaf will be joining us in absentia by remote from across the ocean. He will be the nonperson speaking to us, and we’ll be watching his slides as he speaks to us live. Then the discussants​—we’ll introduce them individually later—will include Peter Lansbury, Frank Longo, Kelly Bales, Eliezer Masliah, Steve Perrin, and Richard Mohs. With that I’d like to introduce Chris Lipinski. Welcome.
Christopher Lipinski, Ph.D. (Consultant):

I may be one of the very few people in this audience who is actually not a member of the AD community. My background is medicinal chemistry, and my goal here is to give you a sense of the history and the barriers to drug discovery in general. The efforts of Alzheimer’s disease will suffer to some degree from some of those barriers. 
I am going to talk about academic targets and the translational gap. I will be talking about politically correct, but also about politically incorrect, causes that most people do not talk about. I am going to be talking about drug discovery attrition and particularly about efficacy failures. Make the point of the reductionism and target approach limitations, and that complex diseases like Alzheimer’s disease might need a systems approach. You have heard that multiple times already. 
Something about quality control in biology and chemistry, preclinical biology bias and error, chemistry errors in biology testing, and then finally just a slide with some recommendations. 
So the translation gap. That is the gap between basic science and eventually having a medicine that will help patients in the market. Here are the politically correct causes. They are all correct. 
Academics lack drug discovery skills, that is changing a bit because of the influx of people who have essentially lost their positions in drug discovery. It requires industry-academic collaboration, now historically that has been a problem. Mostly because the expertise in biology lived in academia because that is where the biologist funded by NIH RO1 grants lived and most of the medicinal chemists lived in industry, and therefore the two groups did not talk to each other very much. 
There was historically no access to ADMET properties—absorption, distribution, metabolism, excretion, toxicity, that is what that acronym stands for—drug metabolism, pharmaceutical sciences and so on. And those critical disciplines are generally not part of academic departments. You might find them in a few, especially Midwestern schools with strong schools of pharmacy, but otherwise they’re not generally found. There is no access to preclinical or clinical interface skills, so for example analytical chemistry, process chemistry, formulation expertise. 
Typically, historically there has been no access to early developmental skills, for example toxicology, biomarkers, although that is now changing, and finally project management which is probably the weakest of the lot. Project management is essentially unknown in academia, quite unlike the situation in industry. So no attention to stage gates, written guidelines, and so forth. All of which are very important for serious drug development. 
The politically incorrect causes. First of all, underlying almost everything is the assumption that academic ideas or new targets are of high quality. That is absolutely wrong. For example, last year in Nature Reviews: Drug Discovery there was an analysis from the people in Bio Health Care, who had been working for quite a number of years examining academic ideas on target identification, bringing them in-house, independently validating them, and they published the results of their multiyear effort. And in that analysis, 50 percent of the ideas and academic targets were just outright wrong. They could not be reproduced. And another 25 percent of the ideas in academic targets were partially flawed, meaning there was something there, but it was not as good as originally advertised. 
That kind of analysis has been backed up multiple times since, especially by commentaries from the venture capital community. That is to say, they will not invest any significant amount of money based on the academic target identification without independently testing and validating those ideas simply because so often they do not hold up. So, this is an area that eventually things do get fixed before any serious effort starts. But it’s only after great deal of time and effort and money have been wasted. So, the translational gap exists in part because of poor quality academic target identification. Why do we have this problem? Let me go back. 
The culprit is I believe primarily is the pressure to publish, to support grants and career development. This is more of a problem of culture rather than of science. So, let’s say I am a principal investigator, my whole career, livelihood depends on proving my hypothesis. The grants come through, it’s hypothesis-driven research. I assign my graduate student or I ask a postdoc, please set up some experiments to prove this hypothesis. The experiments start, and eventually you can find a set of conditions that will prove the hypothesis, whether the hypothesis is correct or not. And then it gets published, and that is usually the end of it because there is no money for someone to independently verify a hypothesis, there is no glory in that, it is not original. 
This problem, which starts out as a sort of a biology problem, is really exacerbated by the testing of a flawed compound. Believe me, I could tell you that there is such a rich supply of totally rotten miserable compounds that you can buy from commercially available vendors and many of these compounds are so bad that they will assist you in improving your hypothesis even if the hypothesis is not correct. 
Bias and error are just as poorly controlled preclinically. There is a very rich literature in what you do on the clinical side. But what about the preclinical stage? How often does a biologist in the lab, when running an assay, at the very least run an assay single-blind so they do not know what the compounds are in the vial or the well of the plate. Relatively simple things, they’re just not done. 
It is really a huge wasted effort before the problems are detected. I would like to draw sort of a parallel, a historical parallel between the genomics and the chemistry worlds. The genome sequence was deciphered in 2000. Automated chemistry started actually in 1992 at UC Berkeley. Both impeded drug discovery for about a period of 5 years. 
Here’s a quote from Craig Venter. “The DNA reductionist viewpoint of the molecular genetics community has set drug discovery back by 10 to 15 years.” And on the chemistry side, here’s a quote from me. “In 1992 to 1997 if you had stored combinatorial chemistry libraries in giant garbage dumpsters, you would have much improved drug discovery productivity.”
The sad thing is those errors in the early 2000 range were, and the errors on the genomic side, genomically-driven targets, and the errors on the chemistry side in the early combinatory chemistry, we’re living with those today, because of the 8- to 12-year lag time that it takes from the earlier stage, before you eventually hopefully get a drug on the market. 
Just to give you again an idea of what can go wrong if people become uncritically too enthusiastic about the latest fad. Right around 2000, about the time of the deciphering of the human genome, we had collaborations to mine genomic targets. Massive high-throughput screening campaigns to discover ligands. Here are some approaches. 500 different targets, 1 million data points. This is the time when people really thought that if you just made lots of compounds and screened, ran them against lots of screens, just the numbers would result in success. Here is a quote. “A wish to screen 100,000 compounds per day in a drug discovery factory and a wish to make a drug for each target.” Here are a couple of references to this process. [Refers to slide].
Believe me, hundreds of millions of dollars were wasted, and decades of talented people’s time, and absolutely nothing whatsoever came out of this. This is one of the dangers one has to watch for, so the uncritical acceptance of the latest fad. 
The problem with efficacy failures, which is a huge problem, to give you an idea, it takes about one drug from the very earliest stage to hopefully final approval, you have to run 66 drug discovery projects to get one compound out at the very end. The overwhelming problem is efficacy. One gets a nice beautiful compound, the pharmacokinetics, phramacodynamics look good, the early toxicity is good, maybe the exposure biomarkers look good, you go into efficacy phase IIb or phase III—absolutely nothing. It does not work. That is the pattern. It is not really the exception nowadays, in fact this very low success rate has been stable for quite a number of years. So this is really a problem of efficacy, the inability to validate a target has led people to question every single step in the drug discovery process. And people have really started to ask, has drug discovery gone wrong? 
And lots of people in fact think that the reductionist, single compound for a single target, single mechanism approach is fundamentally flawed. It does work sometimes, it will give you this 2-percent success rate, but most of the time it does not work. What is wrong? 
People say, based on everything we know about systems of biology and network, you’ve heard some of this earlier today, you would actually predict that 90 percent of the time a complete block of the pathway, phenotypically does nothing because the network just bypasses it. Maybe what we should do is screen differently to try to bypass that fundamental problem. 
There are a whole variety of counter responses to this, and you will hear about this in this meeting. 
For example, phenotypic screening. So instead of setting an assay that is based on a biologist’s idea of what mechanism should be important, why not let the system, the cell, the whole animal give you the answer. Screen for phenotype. And don’t bias by mechanism. It is very powerful on this sort of the target opportunity site. The downside is, you do not know mechanism, and especially for some kind of a toxicity narrative about a compound, mechanism is very important. But phenotypic screening is very powerful. In recent reviews the first-in-class drugs, the major technique for discovering first-in-class drugs, is phenotypic screening rather than mechanistic screening. 
Drug repurposing. There is potentially a faster pathway for a drug that has previously been used for another indication. But if a compound has shown any kind of a phenotypic response in humans, it means it is hitting signaling pathways that are capable of perturbation, so there is a higher probability that a compound will be useful with some other new indication. 
And multi-targeted drug discovery. There are limitations of a single mechanism, and there is a great body of literature that two interception points work better than a single interception point. You could a lot of times get a much better effect by two modest interceptions than one large interception in a signaling network. So deliberately take advantage of that. Go after multi-targeted drug discovery. One compound may be with multiple mechanisms, deliberately with multiple mechanisms or deliberately makes multiple compounds, which primarily are annotated with a single mechanism. 
In vivo screening. So again, try to set up the original screening system so that it is as relevant to the human disease situation as possible. Nontarget, nonmechanism screen. For example, looking at pathway flux. Or looking at metabolome profiles, which you’ve heard before. 
And all of this, the bottom line here is, and you’ve heard this again multiple times, that some kind of system network engineering is needed. Something different than what we have done in the past. 
This is across the board for all diseases. It’s not necessarily applicable just for Alzheimer’s. 
The next two slides are cartoons, but typically what happens in the biology setting. We start a project, everything looks nice and orderly, and this is a schematic, a cartoon of the biological pathways and we’re going to pick some point, who knows where to intercept. Life looks simple and afterwards, we’ve been after this for a number of years, this is what it looks like. [Laughter at the more complicated slide.]
And this is not an exception. This happens over and over again. Typically as we work more and more, examining the biology, it does not get simpler. The reductionist approach does not make it easier to explain things, in fact it makes it as difficult or perhaps becomes more difficult. 
Now there are, this is primarily a biology audience, but I just want to bring to your attention that there is a great possibility in true drug discovery to make compound chemistry mistakes. So talking about small molecules, it’s a small molecule chemistry compound. 
First of all, every publication that I know of argues that biologically active compounds are not uniformly distributed through chemistry space. Approaches where people tried to assemble a truly diverse selection of compounds are a guaranteed failure. Because biologically active compounds are not uniformly distributed through chemistry space, they are highly clustered, and chemistry motifs tend to repeat. 

Poor chemistry quality screening compounds are significant contributors to uncertainty or error in early preclinical drug discovery. This feeds into what I said before. The hypothesis-driven research, you try to prove a hypothesis, and unfortunately on the chemistry side, the vendors will provide many flawed compounds, why? The biologist detects activity in the flawed compound, contacts the vendor and says, Hey, do you have any more analogs of this compound, the vendor gladly accommodates the request and so you get a proliferation of whole libraries and families of flawed chemistry compounds. 
Finally, this is sort of a truism, but the more difficult the disease, the greater the problem of testing compounds with poor-quality chemistry. I would say that Alzheimer’s disease is right at the list of difficult diseases. So I would think that in this area one would want to be extremely careful in the choice of the kinds of compounds to pursue, to try to stay away from these poor-quality compounds. 
Changes in drug discovery. Hopefully, I got the idea crossed that there has been a real questioning of the reductionist approach. There’s no doubt that it does work sometimes, but it doesn’t work most of the time, at least historically across a wide range of drug discovery projects. I think it is actually a positive development in CNS drug discovery because so very few CNS agents are actually found rationally. If you look at the library of compounds in CNS diseases, all of them were discovered in the clinic. 
The target approach may fail for some diseases, and actually, I like multiple sclerosis as a paradigm for what has been done in the past. Really there were no disease, no drugs until the disease progression biomarkers came in, but about 12 years ago there were a series of tests, mostly three assays which when put together were really good predictors of the disease. So for the first time you could diagnose a person with multiple sclerosis, you could see whether the disease was stable, whether it was remitting, or whether it was exacerbating, and very importantly, you could see the effect of drug intervention and that broke the area open. 
Now, we have currently eight multiple sclerosis drugs available, and there are actually more expected and in the pipeline. Just pointing out the importance of disease progression markers that allow you to assess the disease and the progress of the disease. And again this point has been made before that the systems network approach in Alzheimer’s disease has never really been tried. 
It’s been tried in things like metabolic diseases, but not in Alzheimer’s disease. 
So, recommendations. Alzheimer’s disease progression biomarkers are badly needed, and the point here would be that first impact would be enabling drug discovery, because the history of biomarkers or there is no drug therapy, is that in fact patients do not take advantage of that, people do not like to hear they have a nasty disease for which there is no solution. 
But on the search for drugs, they are very important. We need network systems, biology approaches, so this involves a very broad range of activities, trainings, standards, funding support. This is far too costly and far too big an effort for any one company to do, and also this is pre-competitive effort. It is one that occurs before intellectual property kicks in. 
The reductionist approach may never work for Alzheimer’s disease, and that is really, again if you want to see what the professional viewpoint on this is, in fact, about half the people doing CNS in major Pharma have now bailed out. They have said, “Okay, we are going to sit on the sidelines and wait until something changes so the environment is more favorable before we come back in.” Not everybody, but it is a significant component of people doing CNS research. Now that waiting for something to happen, that could well be some efforts that might be started by this conference. 
We need preclinical quality control. Thank you for your attention. 
Barry Greenberg:

I would like to introduce the next speaker, it is me. I’m going to be talking about challenges of using animal models and preclinical translational development. Stressing the importance of the alignment of the human disease. 
Traditionally, this has been the direction that translational research has taken, and that’s preclinical research informing the clinical research arm, which if we have the target identification validation and so on, then we go into the biomarkers and then the clinical research is informed. It’s a unidirectional vector, but the reality is, this needs to be a bidirectional vector. And that there have to be iterative processes between the preclinical research arm and the clinical research environment so that the preclinical questions can be refined by what we learn in the clinic. So a refinement of animal models and applications is an example, and this is something which needs to be stressed. 
There are three major issues I would like to raise. The first one is that of pharmacokinetics, pharmacodynamics, and ADMET, as Dr. Lipinski mentioned, the absorption, distribution metabolism , excretion, toxicity. We need to recognize that in vitro experiments are static with respect to target and the compound under investigation. While in vivo experiments are dynamic, with time-dependent impacts on compound concentration distribution and target disposition. 
So the question from the second bullet here is how can you really know if the target is reached at an appropriate concentration for a sufficient length of time to mediate its intended effects and if you do not do pharmacodynamics, it is a shot in the dark. So selected aspects of PK, PD, ADMET, must all be considered in the strategic design of in vivo experiments. And what needs to be imposed here is that research proposals involving in vivo testing should be required to discuss variability in the in vivo assays, within and among test groups in the experiments, and a prospective power analysis to define the number of animals that are required to achieve a percent change of outcomes measured through a chief criterion. If you do not do that, the in vivo experiments you’re performing are by and large uninformative. Biomarkers are required for performing the pharmacodynamic analyses, and we have to keep in mind all human clinical studies are in vivo experiments. 
The second issue pertains to the limitation of translational models, and this has gotten a lot of attention recently. The poor predictive power of CNS animal models for efficacy of candidate therapeutics in humans has been recognized as one major region for the high attrition rate of CNS drugs in the clinic. We have a growing knowledge of the pathogenesis in neurological and psychiatric disease, and we have developed animal models for behavioral and pathological aspects of these diseases, but they are really pharmacodynamic models for those aspects of the disease. We do not have any animal models of a neurological or psychiatric disease that are faithful to the disease itself. 
But these are the models that we’re testing exploratory compounds in. So we haven’t aligned the models with the stages of the human disease that are being investigated in clinical trials. It leads to a few embarrassing questions. Is current preclinical research translational? I think you’re going to be able to intuit that the answer to that question that I will propose is no. We have abundant new knowledge that has been accumulated over recent years, but we’re not incorporating these development into our translational strategies effectively. So we need to ask, what have we actually been testing in our preclinical animal studies? We know we can cure amyloidosis in transgenic mice with hundreds of compounds. 
We can cure the mice. Do our translational models inform only prevention trials? It’s an open question. And then the answer to this next one is obviously yes. Is there a preconceived bias that deceives us into thinking that our models inform clinical studies of patients that are enrolled in trials? 
So this has become a classic picture. [Refers to slide] I took the example out of a paper by Giovanni Frisoni because I think it is pretty. This defines the three stages along the continuum of dementia, of Alzheimer’s disease. The green is preclinical, presymptomatic, the pink is MCI, and here we have clinical disease. This is how we identify patients in the clinic. What we see are biomarker changes which of course aren’t as smooth and sigmoidal as idealized in this, but it still illustrates the picture. 
Amyloid markers and CFS and biamyloid PET are detected very early in the asymptomatic/ presymptomatic stage, and they plateau by MCI, while functional and metabolic markers—this is a functional MRI and FDG-PET—are abnormal by MCI, and they progress into the dementia stages. And then the structural changes, like structural MRI follow the temporal pattern of the clinical disease, as well as brain atrophy and tau pathology. So what does this tell us? It tells us a few things. An example of what it tells us—anti-amyloid therapies will likely work best if administered presymptomatically, while amyloid is in the active stage of the disease process. Administration following onset of dementia may be too late. 
What we need to be doing here is addressing targets that are functionally active at that stage of the disease, and I know that Reisa Sperling will be talking about this in the session this afternoon. So there may be different targets that are relevant when patients are symptomatic. That may not be the best times to be doing anti-amyloids. So what we need to do is identify patients at risk, in prodromal stages if we want to do amyloid therapies, understand where the translational models that we are using are relevant during the course of the disease process, and then align our preclinical studies with the corresponding stages of the disease prevention for the targets that we are addressing.
We need to capitalize on our growing knowledge of the pathogenesis in the human disease. We need to develop the technical capabilities to enable the translational studies between the animal models and the human disease and ensure that the new knowledge from the preclinical animal models is applied at appropriate stages in the human clinical disease and vice versa. 
Use what we know about the human clinical disease to tell us what are the preclinical models we should be using to identify potential therapeutic compounds. Examples: image-based biomarkers. Apologies to all. These are not comprehensive lists; I pulled out a few papers. There is a growing recognition that neurological and psychiatric diseases are disorders of neural networks, not necessarily single-target diseases. Or single molecular entities, activity. So here are examples: [Refers to slide] default-mode network, cortical hubs, and so on. 
What about in preclinical animal models? Are we looking at that? Well, it is early days. We’re starting to. These are a couple of papers that just came out a couple of weeks ago. This one from Dave Holtzman’s group on functional connectivity and amyloid deposition in mouse brain, great paper. Small-animal PET imaging of a model with PiB-PET. 
This is a paper from a couple of years ago where there was some structural MRI being done in Karen Ashe’s lab. These efforts need to be expanded. 
I’d like to raise another potential, an application for preclinical studies of neural network functions and that is the field of optogenetics. This is a burgeoning technology that enables networks to be selectively investigated, longitudinally within an animal that is not anesthetized, freely moving animal, by turning neurons on or off in response to diverse colors of light. There are on channels, there are off channels, depending upon which [Indiscernible - rodopson?] is being used. And viral-mediated transduction extends the capabilities to primates. And I’m not going to give a primer on optogenetics, but here are examples of papers that have been published that demonstrate the methodologic developments. 
So, global and local and local fMRI signals driven by neurons defined optogenetically, as an example. Toolboxes, and this is being applied broadly now in psychiatric disease. There are publications in the area of depression, anxiety, schizophrenia and addiction, and in Parkinson’s disease in the neurology space, but a notable exception is that this has not been applied in Alzheimer’s disease yet. 
Why not ask the question, what happens to functional neural networks in the brain of Alzheimer amyloid mice as they begin to develop the amyloidosis, and how does that compare to fMRI that is going on pre-symptomatically in our early symptomatic disease, and what are we tickling when we’re putting a therapeutic molecule into these models? 
The rhetorical question, how do we align preclinical studies in animal models with human disease? There are two foci: the animal models, and the humans. In the animal models, we need a better development of imaging and fluid biomarkers. We need a better understanding of neural network functioning, and we need to push these models to the points as late as we can, to correspond to later phases of the clinical disease using these sorts of measures as markers and surrogates. 
In the human studies, and you heard a little bit of this before, we need a better understanding and identification of prodromal and pre-symptomatic disease and optimally, the development of preventative therapeutic studies. 
The third issue, and I took out my slides, when I found out who else was going to be in the session, because this is going to be covered next by Piet van der Graaf and others later in the meeting. But this is the emerging field of study called quantitative and systems pharmacology, and it gets to the question that Chris Lipinski raised in his talk. Is a single target to a single drug still a viable strategy? 
This field combines computational and experimental methods to elucidate, validate and apply pharmacologic concepts to the development of small molecules and biologics. The goal is to understand in a precise and predictive manner how drugs modulate cellular networks, organismal networks to impact on the pathophysiology of the disease. 
And the expertise spans biochemical, genetic, animal, and clinical approaches, and moves beyond the single drug target interaction to a quantitative understanding of drug action across all levels within the system. 
Pharmacokinetics, pharmacodynamics, and toxicokinetics. And the point to keep in mind is that toxicokinetics does not necessarily follow the same temporal vector as pharmacokinetics. So a molecule can become toxic at much different times than its pharmacodynamic reactive. And this is done at a system-wide level, and this will be the topic of the next talk in this session and another one, I believe Malcolm Young is talking about this tomorrow. 
So the take-home. In animals it’s easier to establish dosing. Pharmacokinetics, pharmacodynamics, ADMET, TK, quantitative system pharmacology, this should be a translational challenge in preclinical studies. In appropriately staged models, once we accept how the models fit within the disease continuum, in order to inform clinical trials to translate to the clinic with defined enrollment criteria of subjects. 

Then comes, here’s the big one. We don’t talk about this. Then comes the challenge of moving from controlled trials into population-based clinical treatments of patients with comorbidities. Imagine the tragedy if we take the compound through a phase III clinical trial, it is successful, we register it, we put it into the population and because two thirds, three quarters of the patients are mixed dementia, it does not work. We need to be addressing this proactively. This is complex, it is expensive, is time-consuming, it is challenging, but it is less so than ongoing clinical trial failures. 
The recommendation that I would have, the high-level recommendation, is that we need to embrace the challenges rather than continue with business as usual in order to achieve success in developing effective therapeutics. We have a time limit and we should feel accountable to the time limit. This is going to require cross-sector collaborations with barriers to incentivization removed. Thank you. 
Now I would like to introduce Piet van der Graaf. Who I am told is remotely among us. 
Piet van der Graaf, Ph.D. (Pfizer/Neusentis) [On the telephone line]:

Thank you very much for the invite, I am very sorry that I cannot be at the meeting, I am at home with my foot in a plaster. I am going to talk to you about quantitative system pharmacology and my disclosures are first. I work for Pfizer. Second, I’m an editor in chief of the Journal of Pharmacogenetics and Systems Biology, which is published by Nature, and finally I actually don’t know an awful lot about Alzheimer’s disease, and I think that may actually be all of the reasons why I was asked to give this presentation. 
Can I have the next slide please. I am going to build on some comments made earlier in the morning session by Dr. Potter about testing the hypothesis, and really that is going to be the pivotal point of my talk. Really, of course emphasizing that if you’re not testing the hypothesis, that is not a great place to be. Probably what is even worse is if you do not even know whether you have tested the hypothesis, and I think that is something that has daunted us over the last recent years. Perhaps we have had many programs where we were in that place, and I will talk about it later. 
Testing the hypothesis is really kind of the pivotal point, as in phase II of concepts, which you can see at the top of the slide. This is a diagram illustrating what will have the biggest impact on overall drug development output, and there is a whole list of things that you can do from cost to a faster cycle time, from target to lead, which is high throughput screening as you can see. The bars there are tiny; i.e., doing that better or faster or cheaper will have minimal impact, as what was kind of mentioned earlier in the first talk of this session. 
As you can see, right at the top of the diagram is what will have the biggest impact, and that is probability of technical success in phase II. That is really where we need to focus all our efforts because that is the best. If we can get that right, we will make fantastic gains in the field of drug discovery and also in Alzheimer’s, I believe. 
On slide three, I am going to use a recent, very elegant paper by Sperling and colleagues, who talked about this concept of testing the hypothesis, and there are probably three things that can go wrong. One is, you can pick the wrong targets. You’re just hitting the wrong pathway or target. Secondly, you can be in a situation where your drug does not even engage with the targets, and third, you can intervene at the wrong time or in the wrong patients. 
In this paper, the office mainly focused on the latter point, i.e. the wrong patients. I’m going to talk about the first two, which are the wrong targets or the situation where the drug is not actually engaging with the targets. In a recent paper that came out this month I believe, we have published our concept of what we are calling the three pillars of survival, and this is really around how much confidence you have when you run a proof-of-concept that you are actually engaging the targets. 
Obviously, for that to be the case, you need three things. One is, your compound needs to have sufficient exposure at the site of action so that is an indicator of Alzheimer’s in the brain. Secondly, once the drug is there, it needs to bind to your target. And then finally, once it is bound, it needs to express pharmacology. And those three elements we have coined the three pillars of survival. 
This almost seems to be too trivial to be true, and it is almost something that you feel should not be discussed at a meeting like this, but perhaps because we get so obsessed and focused on high throughput screening technology, it seems that we have lost sight of the importance of this fact. 
At Pfizer, we did a very large survival analysis on our portfolio using these three concepts, and a summary of that is shown in the next slide. 
Slide four, what you see here is a Pfizer portfolio summarized on the three pillars of survival. We have merged pillars two and three, which are binding and expression of pharmacology on the x axis. So that shows you how confident we were in expressing the pharmacology. The y axis shows the confidence of the exposure. The bottom line here is, if you put all of our programs onto these pillars, in the top right-hand corner you see the programs where we had high confidence that we actually had exposure and had expression of pharmacology. 
As you can see here as emphasized by the little blue circle and the red line, the success rate in that cohort—this is the Pfizer portfolio—was 80 percent. So 80 percent positive POCs that actually went on to phase III starts. That is phenomenal. It is much, much higher than any kind of other number you ever see published in terms of POC success. 
In sharp contrast,  if you look at all of the other quadrants, maybe most starkly the one in the bottom left corner, where we had no confidence in the three pillars, the success rate was zero percent. This is a cross-portfolio analysis. But for CNS targets, we had very similar metrics. 
The bottom line is if you get the basics right, you can have a dramatic increase in your proof of concept of success rates. Also, importantly, if you do feel it is an informative failure, i.e., you know you have tested the mechanism and just happened to pick the wrong targets. 
Next slide. Here is just one example of how we have tried to incorporate these principles in our drug discovery programs. Basically, we really emphasize heavily now understanding preclinical PKPD, so that there is the relationship between exposure and dynamics, in particular in terms of pharmacology. And we use in silico methods to integrate in vitro data, in vivo data from animals, and scale that to man. 
One example here is when we used that for a CRH-1 blocker program which is a CNS target, we actually used our model to simulate a published paper, where people had taken a CRH-1 antagonist into man and published the fact that they did not see any biomarker changes, no adverse events, no serum biomarker changes, and they were quite excited about this because it seemed to indicate this is a very safe target. However, as you can see in the graph with the red curve in it, when we simulated this kind of trial using our integrated PKPD model, at best, we kind of predicted that in the trial maybe 30 percent of the receptors were actually occupied in the brain. So that is what we would call a pillar 2 failure. So in this case, we believe the mechanism was not tested in this particular trial. 
Next slide. As I mentioned, my talk was going to be split into two things, one was confidence of the compounds or confidence in PKPD, which I just talked to you about. Now we’re going to shift emphasis to the right-hand side of my confidence and proof-of-concept formula. Obviously for positive proof-of-concept, you need to pick the right targets, and hence you need to be confident in your targets. As we heard in the previous two talks, there is a lot of doubt being cast in the literature on the validity of animal models, on the quality of some of the preclinical research issues around publication bias, and really that kind of opens the question, is there a different way of doing this? 
Next slide. Publication bias. I could not help myself. As I say, I do not know an awful lot about Alzheimer’s, but we did look at some Alzheimer targets. And I just wanted to show you these data, because we never published them because they were negative, but I thought it would be interesting for this audience. 
So as you know better than I do, there’s been a lot of focus on looking at neprilysin and family members as an amyloid degrading enzyme, really kind of kicked up by a Nature paper in 2000, where people looked at relatively nonselective blockers of NEP, which seemed to kind of cause amyloid deposition. 
So at Pfizer we developed a highly selective NEP inhibitor, and this speaks to the first talk in this session about quality of tools. We actually exposed our rats to these compounds chronically for 28 days, completely saturating the brain with NEP enzyme. And the bar graph in the middle of the slide that you see here with the green bars shows that there was no effect whatsoever on brain amyloid levels in this study. 
Secondly, I think people then started to look at the second homologic NEP neprilysin-2 or SEP, and again we actually developed the SEP knockout mouse and found absolutely no effect on amyloid levels. The reason I’m showing you this, it really an example of publication bias, because we never bothered to publish these results because they were negative. Clearly, this is quite different from what other people have found and published. 
Next slide. What’s the alternative then? Obviously I don’t have a lot of time in the session, but everything I am going to talk about in the final part of my talk is summarized in this white paper [http://www.nigms.nih.gov/News/Reports/201110-syspharma.htm], which came out of two workshops organized by NIH a year and half ago and the year before that. This was really two workshops on quantitative systems pharmacology, which really is, in a simple definition, the approach to translational medicine that combines computational as well as experimental methods. I have to say that these two workshops and the subsequent white paper have been hugely impactful in the field of quantitative systems pharmacology, and I’d like to thank NIH for driving that. Slide number 9 summarizes the key findings and recommendations from that working group. Those are pretty much also the recommendations that I would like to make for this summit. 
You can kind of go through the paper at your own time, but briefly the paper calls for a quantitative approach to biochemistry and pharmacology in contrast to the qualitative approach that is still being used by many groups. Really, that should help us to investigate and understand the origins of the variability in the drug response between patients, but also between preclinical and clinical species. 
We need to invest in pharmacodynamic biomarkers using all the tools and methods that we can think of. The next two are really a call to go back to basics in terms of good old-fashioned pharmacology, tissue physiology, and tissue pharmacology. And this is really speaking to moving away from the single-targets idea back to integrated systems. 
The next slide, items 6 and 7 is really around information exchange and using multiscale computational models to integrate all of the quantitative biology data, and then finally, develop an approach to failure analysis like the one I showed you on the three pillars. 

Next slide. I’m just going to illustrate the principles of this with one example from another field, pain. And then I will finish off with two very novel examples, where we have started to apply this kind of thinking and methods in Alzheimer’s research. 

So here’s an example where we had a program for novel treatments of pain, where we were pursuing compounds that were blocking the FAAH enzyme. And the basic idea is that FAAH is believed to be all one of the main enzymes turning over endogenous cannabinoids like AEA, so if you block the enzyme, we raise those levels, and were hitting the CB1 and CB2 receptors, which may help in the treatment of pain. 
The next slide shows that we actually took a compound into man, and in the bottom left-hand of the slide, you can see that this compound in man did indeed increase levels of AEA significantly. So the team was extremely excited because the biomarker seemed to suggest that we were actually hitting the enzyme and raising the AEA levels as expected. 
We actually had built a systems pharmacology model as you can see in the cartoons here, which is a large mathematical model of this pathway. The model generated two hypotheses, which are shown at the two bottom left-hand graphs. One shows the profile that we would expect in terms of AEA changes, if there were two enzymes involved, not just FAAH. 
On the right-hand side, you see the biomarker response that the model predicted would be the case if there was only FAAH blocking this. So clearly the clinical data seem to mimic the scenario where there was actually a second enzyme involved. Our model predicted that if that was the case, that the actual horsepower of this mechanism would be insufficient, and indeed, we ran a POC and it failed in pain. 
I will finish off with two slides, some very novel and early examples of how we have started to use these kinds of systems modeling approaches in the field of Alzheimer’s disease. The early example is work in progress, but I think it is trying to illustrate what may be possible. For the first one, I would like to thank Hugo Geerts, from In Silico BioSciences, who developed a dopaminergic cortical synapse model. And the second example is one on amyloids, and I thank my colleague Tim Nicholas, who worked with Oleg Demin and colleagues at the Institute for Systems Biology Moscow. 
Slide 13 shows the first example, where we had the dopaminergic cortical model. Here, what you see is we asked these people to run our Pfizer clinical candidate Dimebon, which most of you know failed in phase III in an Alzheimer’s trial through the model, and basically the idea was that possibly the polypharmacology led to a negative outcome in Alzheimer’s. And the speculation was that that could be due to the D-1 activity. 
As you can see in the top slides, the D-1 activity does indeed model out as a reduction in cognitive function. In the lower slide, you can see here a simulation of an outcome in an Alzheimer’s trial using the ADAS-Cog output. So this is purely an In Silico prediction, and as you can see, the blue line here shows the predicted outcome in terms of the exposure of Dimebon against ADAS-Cog, that is the blue line. 
And then we also [teamed] to run a virtual compound where would have gotten rid of the D-1 blockades. As you can see, the model predicts that would give us improvements in the clinical outcome as shown by the purple line, but it would only be minor. So the conclusion was that that would probably not really be worth investigating. So we didn’t have to run a trial for that, we did all this based on the In Silica model. 
My last slide is really just briefly showing output of an amyloid model, which we have now started to put together where we have tried to incorporate as much as we know about amyloid as possible. And you can see two kinds of predictions here, one was a mechanism that inhibits the synthesis of amyloids on the insoluble amyloid levels, basically showing that you need at least more than 50 percent inhibition, as shown in the blue line here, to get any effects and the effect will take years. 
The bottom simulation is one where we are enhancing the clearance and again showing that for that mechanism to work, the model predicts that you need at least a 10-fold speeding up of the clearance, anything less than that is unlikely to give you any clinical efficacy. Running these simulations does not cost us anything now, and we can exploit many, many ideas without actually having to test them. 
My last slide is number 15. This is a summary, where I have hopefully convinced you that using the concepts that we saw in the paper from Sperling, et al, about right targets, right drug, and right patients, really quantitative systems pharmacology, I think, can help us to do that. I think we have been seeing success of this approach in different areas, and I have no doubt in my mind that this can work in Alzheimer’s too. Thank you very much for your attention. 
Barry Greenberg: 

We should have the discussants come up to the table now. As with this morning’s session, each discussant will have 5 minutes to present his or her information, recommendations ,and at the end of this period, we will open the floor for discussion from the audience. The first presenter will be Peter Lansbury from Harvard. 
Peter Lansbury, Ph.D. (Harvard Medical School):

Thanks. My wife just texted me to be positive. So I’m going to say one positive thing and then I’m going to get to what I really think. 
I really think the science that I heard this morning is fabulous, and I don’t think there is any shortage even given attrition, given to this phenomenon that Chris reported. There’s no shortage of targets and it is really exciting to me. But the question is how to develop a drug for one target. I think no one solved that problem, and I wanted to spend a little bit of time thinking about that. 
We have heard a lot about this tragedy of Alzheimer’s disease, how it’s not even just a medical problem, it’s an economic and political problem. It is only going to get worse in the future. We’ve also heard that Pharma is by and large divesting itself of CNS research, and you have to look recently at AstraZeneca closing a huge research facility in Sweden and Novartis closing a huge research facility in Switzerland. The question is, why is that happening? There’s such a big payout for disease-modifying drugs for Alzheimer’s disease. Why is Pharma, who should be driven by that payout, divesting? And of course the problem is the risk. The short-term risk of failure is so large that most of these guys are unwilling to make that commitment for a long-term payout of success. 
I think there are issues that I want to talk about with respect to where the risk lies and what this group can do about that risk, because I think there are things that can be done. I think the risk lies in what people can call maybe a proof-of-concept trial—I just think of it as a phase II. In a phase I trial, you’re showing that the drug is getting to where it needs to be and that it is safe, in a short term, across a dosing range. In a phase III trial, you’re showing that that drug has the chops to be an approved drug, and it makes a difference in the patients’ lives. We know that that trial in Alzheimer’s disease is very long, with huge numbers of patients, and extremely expensive. 
The question is, what comes between phase I and phase III? That is the key thing that I heard before as justifying the expense. That is something that people need to understand, because Pharma has a lot of programs on their table, and if that is risky and if they cannot justify the expense of jumping straight to a phase III, they would not do it, especially in these times and especially given the recent track record of phase III Alzheimer’s trials, no matter what we here, as experts, may think of those trials. In the upper levels of decision-making, those trials are viewed as a failure of the field. 
I think there is a problem, and the problem is shown at the top of this slide, and the problem is that we all bought into, myself included in a huge way, the idea that there was a single underlying cause. So because the pathology and the clinical presentations seemed to be a least unifiable, that it seemed to be homogeneous, that there maybe was some single underlying cause, one could treat that underlying cause with a single drug and observe an effect on the progression of the disease in the clinic. 
I just think that is extremely unlikely to be the case. We can talk about that later on, why I think that. I think it is extremely unlikely to be the case. I think a lot of that thinking was wishful thinking, and Lennart slipped up today and said he hoped that the arrows were not all skinny in his thinking about how Alzheimer’s…but we cannot hope. The arrows might all be skinny—I think they probably are—and so I think that was wishful thinking. And the idea that if the market was smaller, somehow that would discourage Pharma, but that is not the case at all. 
They are not driven, in my experience, by the size of the market, but rather the ease in getting there. We have to keep that in mind. I think it is probably true that Alzheimer’s, that all cases of Alzheimer’s disease come from, or most cases, come from combination of defects. And these defects may be in cellular processes that can be described in fancy mathematical ways, I just used  colors here. 
It may be that some agents have a purer form of Alzheimer’s disease, where 65 percent of the pathogenesis is driven by the red phenomenon, which might be an autophagy defect, for instance. 
But most patients are driven by a mixture of these, where all of these things contribute, and the arrows have varying thickness. What does that mean? If you have a drug that is targeting that red process and you test it in an undivided or an unsegregated Alzheimer’s population, it will fail. But if you are able somehow to identify that red population, there is possibility of demonstrating efficacy in the patient population. 
That alone would be an enormous success and then one can start to build and say, well, what about people who are 35 percent of the diseases driven by the red process? What about patients, so if you can have a drug for the red process and a blue process, and there are patients where each has a 30 percent contribution? Maybe the red drug alone isn’t enough to affect a statistically significant response, nor is the blue drug, but the combination of the two, which can be independently approved in homogeneous populations, might be effective. 
I would say that if I were to put my finger on a single thing that we should focus on, it would be how to run early proof-of-concept trials, how to segregate populations to give ourselves the optimal chance for seeing success early on in the clinical development program, or not seeing success, which would be equally valuable to the field. The method that one devises to segregate the population can also be used to measure drug response in the population, so you can get early clinical readouts on whether your drug is getting to the brain and affecting an interesting change without having to wait for long-term and slow-evolving biomarkers to change. 
Finally, I think as a consequence of this, there may be drugs that have been looked at in the clinic, and there are many examples of this, where the first phase II trial is a small trial. For instance, in a place like Russia, where the patients in that population may be relatively homogeneous with respect to some of these defective processes, then there is a stunning result. A big Pharma company moves in, moves that trial to the U.S., and now you have a more heterogeneous class of Alzheimer’s patients, and that effective population is a diluted out and it is called a phase III failure. So, I think there are many examples of that, that may already be out there, compounds that have been written off because people have failed to understand what defines efficacy. Thanks.
Barry Greenberg:

I’d next like to introduce Frank Longo from Stanford.
Frank Longo, M.D., Ph.D. (Stanford University):
Thank you, Barry, and I appreciate everyone’s work in organizing this. My niche will be to take the academic perspective of an academic person attempting to develop a therapeutic. The basic premise here is if we can make it possible for more people to develop therapeutics that target what hopefully are relevant mechanisms, it increases the overall chance that we will come up with therapeutics. 
My perspective is perceived from the starting point in academics of finding some mechanisms and then creating small molecules that target those mechanisms, and then with UO1 funding from the NIA, in this case, getting all the way to the point where this summer we’ll be putting in our application into the FDA for, hopefully, approval for phase I trials. It has been a tough journey, and I thought about barriers that one could lower to make this journey easier. 
One question that I am happy to ask is should academic people be involved in developing therapeutics in the first place? I would rather be the first one to recognize that I am not more relevant than someone else. But I think there is an academic role; I think there is some advantage, but as Chris Lipinski pointed out, it’s a double-edged sword. In academics we can try anything we want, if we can get funding for it, and I think that is an important asset to have. We can also persist at something, which of course could be a mistake, but it also might be a vital component that allows a therapeutic to make it, that we do not have absolute deadline, again, if we can find funding. 
One of the things that we do is find mechanisms, and I think to address some of the failures of finding the wrong mechanisms is to have an iterative process that would involve an NIH expert panel that would have on it senior, ex-industry people, people with deep knowledge of drug development, who can just serve as a resource early on for thinking about a mechanism, is it viable, is it worth pursuing, right from the very beginning. 
You will see that for each one of these points going back to an expert panel would be a huge asset for us. The NIA had a recent meeting were all of the UO1 principal investigators had to come and present an update to panels of industry, and academics, and FDA people and then get instant criticism and feedback, as if you were at your own study section. 
It was a very powerful process to go through, and we need to make that more common. After a mechanism is identified, we think about screening. Again, right from the very beginning of identifying hits, and thinking about small molecules, again, one needs an iterative process for academic-based people to ask about the viability of this small molecule. I have reached out anecdotally to a handful of medicinal chemists, they’re brilliant people; I am not a medicinal chemist. The one fun challenging thing is, I can ask the identical question to five medicinal chemists and get five different answers. That is great, but you need this group-based iterative process on whether or not to move forward. And of course intellectual property, critical but up front. And then finally, in academics we get to testing animal models. And we need access to those models, and it has to be easier. 
In our case, we used four different models to address the failure of going from mouse to human. We have built this huge colony with a group of principal investigators. It is very challenging to fund that. We’ve funded it partly through gifts. It’s hard to get NIH funding to fund these big colonies, but we need better access. 
Finally, again, we need to do this iterative loop through an expert panel, thinking about PKPD and biomarkers very early on, and also developing translatable biomarkers. So again, in kind of a nonconventional way, we’ve set up a very large animal imaging facility to develop and harness translatable biomarkers. In this case, we’re testing our small molecules using FDG PET, with the idea that if we can see an FDG PET in Alzheimer’s mouse models, we’re much more primed for that phase IIa trial. 
What most of us in academics are doing without realizing it, we’re taking the first steps in creating what I call the industry package. If any of these treatments will get to people, it will have to be taken up by industry at some point, and for industry to take this bet, you need a strong package. It is an incredibly complex package. There’s no simple laundry list. Again, you can ask five different senior veterans of industry what exactly you need, and you will get five different answers. Obviously some overlap, but again, if an academic person can go through an iterative expert panel right from the beginning to understand how to put this package together, more things will work. The UO1’s have been fantastic. We need to multiply that times 10 and then we’re set up to go off a cliff. We need the phase I and phase IIa biomarker funding.
To get to the dream come true, that image there is me standing in front of, under FDA conditions, kilograms of one of our small molecules being prepared for human trials, having started at basic mechanisms. We just need to make that a common story. 
Barry Greenberg:

Thanks, Frank. Next up is Kelly Bales, from Pfizer. 
Kelly Bales, Ph.D. (Pfizer):

Thank you very much, Barry. Most of the recommendations I have are very practical and operational, and you have heard most of them throughout the session today and probably will hear them again. For all of us who work in the preclinical animal space, the shockingly low predictive value of currently available preclinical models for AD researcher should really be a call to immediate action. I have bucketed these recommendations into quick wins and must haves. 

Immediate and quick wins that will most certainly increase the probability of technical success for translating and assessing preclinical hypotheses and target testing are really required. There’s an urgent need to embrace and execute more rigorously designed preclinical studies that set robust and stringent preclinical candidate selection criteria, that really require validation and standardization across the phenotype, including biomarker endpoints, pharmacodynamic endpoints. 
We need to improve the quality and accountability by ensuring standardization validation of the methodology used for quantitation of pharmacodynamic and biomarker endpoints. We also need to interrogate compartments that will be utilized in the clinic, so here I’m suggesting in rodents, we should also interrogate the CSF compartment that we’ll be using in the clinic. 
This is currently a gap and certainly one that is fixable. We need to strengthen target selection and validation. Due diligence is essential. We’ve heard that over and over again. Well-powered and controlled preclinical experiments yielding reproducible data across investigators, not only across models. Consider using a systems-based and network-circuitry types of approaches that will be proximal to biomarkers for target engagement, as well as biochemical and functional efficacy. 
We need to align preclinical and clinical study design. This is something that we can certainly do together today. Test for stability and reproducibility of treatment effect across different preclinical models that represent the disease spectrum. Again, as Barry alluded to, we can prevent plaque accrual in animal models, but can we actually reverse that? Something that we will be asked to do in the clinic. 
There is continued need for new models that better recapitulate the natural history of the disease at different stages, especially as our knowledge of the disease grows and our endpoints become more and more sophisticated. 
We need to achieve an effect size beyond just statistical significance, so that we can ensure that a dose-dependent signal will enter in the clinical setting. Again by developing informed PK-PD relationships, appropriate and well-developed biomarker strategies are established in the preclinical space, and these are fully enabled and ready to be implemented as we move into the clinical setting. 
Why should some of these recommendations not be implemented and required for publication and  peer reviewed journals and/or for initial and continued funding? 
We also need to recognize the limitations of our preclinical animal models and drive towards a therapeutic index. So that we can actually iterate in human subjects quicker. We need to test more targets, multiple targets, multiple hypotheses in a dose range that is safe. 
In parallel, we must have a greater and deeper understanding of the human disease process. This includes relevant clinical and biomarker endpoints that further refined patients subsets. The greater understanding of the disease process will increase the ability to build and incorporate more relevant and functional translatable endpoints. Hence better animal models. We also need to be able to interrogate endpoints across multiple preclinical animal species. So not only transgenic mice, but also nonhuman primates as well as dogs. 
Attention to these imminently doable attributes should yield rapid and significant improvements in the quality of candidates available for clinical testing and ultimately allow the testing of more hypotheses in humans. That is the goal. Thank you. 
Barry Greenberg:

Thanks Kelly.  Eliezer Masliah, from UCSD.

Eliezer Masliah, M.D. (University of California, San Diego):

Thank you very much and thank you for inviting me to the exciting meeting. What I like to talk about is again, continuing the discussion about the usefulness of animal models and what do we need to do to improve them in terms of being more predictive of endpoints in clinical trials. I just want to reemphasize the point that Barry made that the current transgenic animal models that we have tend to mimic a very specific point in the disease progression that probably is in the early stages of the disease and most of these models are really models based on the familiar forms of Alzheimer’s disease utilizing mutant forms of the genes involved in the disease. 
I think we have done very little in terms of developing models, translational models, that would include also what are environmental and genetic susceptibility causes. I mean we know very well that the ApoE gene polymorphism confers susceptibility to the disease, but we really don’t know what environmental factors are interacting with this and leading to the disease development. 
I think that there is a great need right now for really taking all of these very interesting GWAS data that have come up. We talked a little bit about ApoE, but there is a clusterin gene, the PICALM, the CR1, the BIN1. We need to combine these genetic susceptibility factors the same way we have done with ApoE with other types of environmental factors that would give us some clues as to these sporadic forms of the disease. Because what we are treating right now in our experimental models are the familial forms of the disease. So, I really think, as much as I believe in these models, and I think they are incredibly useful, both for understanding the pathogenesis and for translational studies, I think we need to advance the field into developing these models that are also representative of the sporadic forms of the disease. 
And then in terms of the models that we have right now, I often hear the complaint that, well, these models are not good enough because they do not develop things like neuronal loss, and every time I hear these, I just feel like cringing, because actually what happens is the models do not develop neurodegenerative changes. They do develop these neurodegenerative changes! The problem is that the mice have not been properly characterized for those purposes. It is difficult to find publications where we would see that careful, stereological, confocal, electron microscopy, quantitative analysis having performed. So I think there is a need to do better and more consistent characterization of the neurodegenerative phenotype in the transgenic models that we have and in the new ones that we developed to perform that kind of very delicate quantitative analysis. 
The other very important problem that several if the discussants and speaker talked about is that we need to combine these with biomarkers. There is some beautiful work that the group of [garbled: Prusiner] has published utilizing bioluminescence in APP transgenic models. Barry talked about optogenetics. We have done as well 2 photon imaging. The problem is, in the current animal models that we have that are mostly mice, it is really difficult to do this kind of work. So unless we develop a mouse that has a bigger brain, we need a rat. [Laughter] What I want to propose is that for most of the translational studies that we are talking about, to moving subsequently into rat models. 
There have been a couple of rat models that have been developed that are in the very early stages of development, and I think a much greater effort is needed in this area. Again, these are very expensive models so definitely a significant amount of support is needed, either from different sources. I think it is interesting for example, what the Michael J. Fox association is doing in terms of helping developing these rodent and transgenic models and advancing the field and making these models available to everybody so standard studies have been performed in the field. Thank you.
Barry Greenberg:

Thank you, Eliezer. I want to welcome Steve Perrin from the ALS Therapy Development Institute.

Steven Perrin, Ph.D. (ALS Therapy Development Institute):

Thank you, everybody, for inviting me to come down today. I am going to dive a little bit deeper into preclinical animal models and some of the bad stigma that has been associated with them  recently, especially in the ALS field. 
The bottom line with animal models is unfortunately they are integral part of drug discovery. Can’t live with them, can’t live without them. There’s nothing that we can do about that. The second thing is, these models are not models of the disease. They are tools to understand the disease. And anybody who has worked on xenograph models of cancer, [Indiscernible - ED?] models in MS, collagen-induced [bibrosis] models, the SOD1OTP-43 models in ALS, they are not the disease. They are tools to help us study the disease. And we need to be honest about that. We shouldn’t be surprised the way that we make these animal models are very artificial. Often they are transgenics, overexpressing the human mutated gene in the context of the normal mouse background. Often it requires multiple copies of the transgene to get a phenotype. 
These are tools and they can be very good tools in order to discover. So that’s my one minute of optimism. We now make really good models. We go from identifying a new human mutation to very quickly, compared to decades ago, coming up with a preclinical animal model of the disease based on that mutation. What we do a really bad job at is validating that animal model so we can use it as a drug screening tool. Let’s just use some examples of what I mean by that. 
Often you see great publications, on a new model based on a new gene showing, for instance, in ALS, denervation at the neuromuscular junction, neuroinflammation, the kinetics of disease paralysis, and ultimately death. 
The problem is, when you look at the data, they often do it with N’s of four, and yet the kinetics, if you go and look at the plots, often have variability as much as 250 days within groups on when an animal might succumb to the disease. Now some simple napkin math would tell you that if you wanted to detect a 5 percent drug effect in that model, it would take 400 animals per group. 
That doesn’t seem like it is rocket science but yet, let me tell you about a couple of real-time examples in the ALS field. Minacylin, three trials a few years back, 800 patients in one of them, 300 in another one, and 100 in another one. Hundreds of millions of dollars, thousands of patient-resource lives, based on a publication with N’s of four. 
In the pharmaceutical business, if you walked up to your VP and said we should start clinical trials on an experiment with N’s of four, you’d get fired. So let’s self-reflect a little bit that, as a community, if we do not get better at testing our models and doing better preclinical work, we’re never going to get anything to translate. It’s not the models, it’s the community that is using them. 
We need to do a better job at that. When an animal model is published, somebody needs to take ownership of doing a power analysis and making sure that the reproducibility of that animal model within your lab and across labs is incredibly reproducible. And that sounds like a simple statement, but it is not sexy work and nobody does it. 
I can’t really think of many models that have really been through that level of rigor and that is really challenging when you want to start using that animal model to detect small drug effects, 5 percent or 10 percent drug effects. But somebody needs take ownership of doing that next experiment when an animal model gets published, it needs to be made publicly available so that people can have access to that model, so those types of experiments can get done. And then we can truly utilize that model for the things that we need to do along drug development. 
And I’m really concerned in preclinical space that we have been living with this problem with animal models for quite some time, but iPS lines, and again, a real hype over the utility of those in preclinical development, but again, it is really early days, and I’m very concerned that if we don’t take a similar strategy with those types of tools, we’re going to go down the same path. 
Animal models can be quite reproducible once you stabilize them, the SOD-1 mouse that’s typically used, that was first characterized by Gurney in 1997. If you look at his paper, it had a kinetics of survival with a median survival of 130 days. If you look at survival plots in the current literature from good ALS labs, it is about 130 days. If you see a paper where animals are dying of a disease at day 90, they’re not dying of ALS, they’re dying of something else. Either it is a poor quality animal colony with bacteria that’s causing infection, and causing faster progression of the disease or something’s just not right. They have lost copy number if animals are living too long. But it is really important that we quality control those experiments. So that is my three minutes of pessimism and complaining. 
I will finish up in the last minute or so by saying that we can fix this problem. I’m not saying it is trivial, it will be really expensive. We took it upon ourselves at ALSTDI to try to validate and create another, what we consider validated model of ALS with a TDP-43 model, but [Indiscernible] license. And we proposed a $3 million-dollar experiment. We’re going to breed about 1000 animals, clean up the kinetics of disease progression because it had a 250-day variability of some animals dying as early as day 100, some animals dying at day 350. It was because it was only a 4X transgenic cross-back. We crossed it back at 12X. We brought out 1000 animals to do a power analysis on how many animals per group do you need to detect a 5 percent drug effect. We profiled 3000 tissues with gene expression profiling unbiased, 10 time points, 12 different tissues, so that we would have a database. 
We sectioned 60 animals to look at neuroinflammation in the cord and NMJ dieback. The bottom line—it’s not a model of progressive neurodegeneration. It dies of bowel obstruction at day 130. If you fix the bowel obstruction, yes it does have some characteristics of neurodegeneration, as an NJ dieback, etc., but it is not a good screening tool to look at endpoints of neurodegeneration because that is not the animal dies of. 
But we funded that million-dollar experiment as a collaboration with Howard Phillips’ group, who is here, the Frontal Temporal Dementia Foundation, the Muscular Dystrophy Association, and TDI. We’re going to publish it, if somebody wants to use it to investigate why the bowel’s not working, which we think is enervation, we think it’ll be a great model. We can tell you exactly how to power the experiment.

We have now licensed 2 more TDP-43 models. We’re going to do those exact same type of experiments this year. But that’s the way to develop an animal model prior to starting to do drug screening. And please use the animal model, once it is validated, to do your PK. Believe it or not, PK differs in your animal model, compared to normal mice, we found that over and over again. Do those high-quality, highly powered efficacy studies and do biomarkers of drug discover that can move towards the clinic. All of those are crucial to the process. Thank you.
Barry Greenberg: 
Thanks very much, Steve. And finally, Richard Mohs from Eli Lilly. 
Richard Mohs, Ph.D. (Eli Lilly): 
Thank you, Barry. The decision to move a compound from preclinical work into humans is a very serious one. It is one that should not be taken lightly. When we move into humans, we expose people, either volunteers or patients, to a novel compound usually with very little likelihood that they are going to derive any benefit from being in those studies. 
Most of the time, we also go into people with a lot of questions still unanswered that we would like to have had answered before you moved into people. But we do it anyway, usually because we have to because there is no other choice, and the questions that we have remaining to be answered cannot be answered unless you move into people. 
If we are to have successful early clinical development programs, what we need to do is make sure that those programs are constructed in such a way that we do not come out of our phase I, phase II programs knowing even less than when we went in. I think we have to go in recognizing that most of the time, the drugs are not going to move into phase III, and they certainly aren’t going to become medicines for patients. But if we as a field are going to advance together to eventually get better medicines to patients, we have to be able to say at the end of each early clinical development program that we actually know more than we did when we started the program. 
This visual here shows some of the things that we would like to consider as we go into an early clinical development program based on what the preclinical data say to us. We need to be clear about what the state of target validation is, and we have heard a lot of presentations about that. Usually we don’t have nearly as much validation of our target as we would like. The best-validated drugs to carry into people are ones where previous pharmacologist showed that mechanism will work. But in Alzheimer’s disease we do not have much pharmacology that works, so we have to use things that are less good. That could be genetics, say in the case of the Aβ, pathology in the case of tau, associated biology, inflammation, or some kind of unknown relationship, just some new kind of biology that has been shown in animals to be related to cognition. 
We always want to have some data from some animal models, but as just pointed out, we need to recognize that none of these animal models really models the disease, they are models of some kind of biology, and we need to be very explicit about what the animal model is a model of. As Chris Lipinski said earlier today, it’s terribly important to have a good molecule. Being in the industry you can’t overestimate how important it is to have good medicinal chemistry. They can tell you a lot about the molecule, about the likelihood that the molecule will behave like a drug, and usually we need more than one molecule, because in all likelihood, your first molecule is going to develop some problems along the way, and you will have to get rid of it. So you better have another one if you want to continue testing that particular mechanism. 
Once you know why you are testing this particular kind of molecule in terms of target validation, and you think you have some pretty good drug-like molecules, then you have to take an inventory of what are the tools that are going to allow you to be to translate from what you know in animals to what you’re going to find in people. 
This is where the biomarkers, the traditional ones from ADME, and the newer ones that are disease-related become incredibly important. We need to know how much can we translate exposures in animals to people. How well do we know that we have actually reached the target? Do we have PET ligands, for example, that can both be used in our animal models and in people to gauge the relationship between the kinetic effects, the kinetic parameters in animals versus people. 
And then, do we actually have any pharmacodynamic markers? I mean, one of the reasons why the Aβ molecules have persisted in the industry is not only because of the genetic validation of that pathway, but because a lot of tools have been developed to help us interrogate that pathway in terms of PET ligands, the pharmacodynamic measures that were developed at Wash U, the SILK technique, and so forth. And we have some biologic tools now to help us identify patients with the right pathology so that we can more appropriately target with biomarkers the patients that we should go into. 
We never have all the information that we want, but in order for the field to have some cumulative learning curve, we need to systematically catalog why we did these things, and what we have learned from each set of studies. As a drug developer it is terribly important not to be too parochial about looking at only your own data, you need to look very broadly at a variety of things and catalog that. 
Last thing I would say is, two recommendations I would have to make this process better: One is to have some group look at the tools that will help us fill in a lot of these gaps, and this will be expensive, and it should be done in the public domain, not proprietary to any company, and secondly, I think we need to have some mechanism to catalog information from the preclinical and clinical studies that have been done so that other people don’t make the same mistakes. 
Barry Greenberg:

Thank you Richard. Chris, would you come up to the podium, and we can now open the discussion to the floor. Chas, you’re first.

Chas Bountra: 

My sense is that the people who work in industry are more negative about animal models than people in academia. I can tell you from personal experience that I do not believe that we can use animal models to identify new targets. Certainly not in such a complex disease like Alzheimer’s. Even in other simpler diseases. I worked in the GI area. I can give you several examples. 
We have taken many, many, many novel targets, they have worked beautifully in animal models, not just inside GSK, but in the hands of many eminent academics. And we’ve taken them into the clinic and they have done absolutely nothing. I think the only time an animal model's going to be predictive of what happens in the clinic is when we have engineered that animal to look like a human being. [ Laughter ] 
Eliezer Masliah:

But I think one has to be careful with the assumptions that were made, because again as we repeatedly said, the animal model is modeling a certain space or a certain time on the progression of the disease, not the whole spectrum of the disease. So the animal model can predict a certain behavior in that earlier stage, but then we take the drug to the clinic, and we’re testing the drug at a different stage of the disease and we don’t see the expected effect. Well, is it because there was a discrepancy or dis-synchronicity, as Barry was mentioning, in how that was applied. I think again, there has to be a synchronicity in how the preclinical trials are done, versus the clinical trials. 
I think that the lack of positive results does not necessarily…now I will give you a very specific example. The animal models clearly predicted that amyloid, and in particular amyloid plaque, was going to be removed with immunotherapy. That was very clear. And when the active immunization trials were performed, in some of those cases—actually I had a chance to look at one of those brains—the amyloid was removed from the brains of those individuals. Now I’m not saying that it was going to change the dementia, I’m not talking about that. I’m just saying the very specific  finding of the removal of amyloid in a preclinical model was proven in vivo. 
Now, how the clinical trial is done, whatever else applies, okay, that’s a matter of discussion, but they have some issues that have already been shown that are reproducible. 
Chas Bountra: 

Please don’t get me wrong. I’m not saying that we don’t need animal models. But I think in animal models what we often do is we carry on ramping up the dose until we see an effect. And history tells us that most targets work in animal models, and that doesn’t translate into the clinic.  Often we take molecules into the clinic, and we’re dose-limited by side-effects. So we go in at phase I and we pick up nausea or migraine. You can’t even detect nausea or migraine in animals. So I just think we need to be careful. 
Frank Longo:

Just one other comment. Those are important parts in animal models. The term “animal model” is a very broad term. Most of what we end up doing with our transgenic models, where there is one transgene involved, to the extent possible, we like to try to incorporate beyond that. For example,  Downs syndrome was discussed earlier. That’s a very powerful area in the Alzheimer’s rubric. The Downs mice involve hundreds of genes. There are certain mechanisms that are relevant to aging. So one can take wild-type aged animals that have identical things that go on with aged humans. So there are different approaches to the animal model. 
New Commenter:  
Let me just echo that a bit and really push back a little bit about the animal models in that we really need to look at the age-appropriate model system. And it is aging. It is not a 3-month-old animal. It’s not a reproductively capable female animal. By the way, most studies are not done with both sexes, they’re only done with males. So I think they really need to look at, again, the predictavalidity of these animal models, and really looking at those phenotypes, and developing animal models that are predictive of a phenotype of risk. And all those phenotypes of risk are aged phenotypes. Whatever additional comorbitiy with aging is applied there, it has to be an aged animal. And the therapeutics and the pharmacogenetics have to be conducted in that age range, and it’s appropriate to the human. Thank you.

Richard Mohs:

I would just mention that I think, having watched a lot of molecules go through animals and into people, we always use animal models because they help us understand the biology, but in terms of, as we say, discharging your risk, increasing your certainty, they aren’t very helpful.

Barry Greenberg:

Let’s go back to the microphone. 

Leah Shin (former NIH researcher):

I have been studying animal models for a very classic multifactorial disease, which is a congenital disorder. I find it extremely difficult to actually model a disease that is early onset, at age of birth, basically, for a multifactorial disease. Especially modeling the sporadic form of the disease. So, in terms of Alzheimer’s disease, in terms of age, in terms of all the things happening throughout the life, there are so many things involved. So it would probably be the most difficult, the most complex disease to model in animals. So my question is, how likely people can be evaluating such a perfect disease model using existing criteria? Another is how many people, let’s say in whatever the stage of the stakeholders, are willing to put money into conventional and nonconventional models? How would they get incentive to do that? Let’s say there’s something that’s innovative coming out? 
Barry Greenberg:

There is a bit of confusion up here about what exactly you were asking?  

Leah Shin:

I have been modeling a very complex, multifactorial disease in animals. I have a perfect model for that disease, because it is an early-onset genetic disease. So we know it’s a genetic disease because the onset is at birth. So it’s a very complex genetic disease, but I was able to successfully model it through a population study. So if I think of an Alzheimer’s disease model, a perfect model for that has to be not only pathologically relevant, clinically relevant, also gender bias, age of onset, everything should be matching perfectly in order to be a good, valid model for Alzheimer’s disease. But right now, obviously, everybody would like to look for a quick fix, and also there is no clear path where we want to put our innovation resources, that’s alternative, unconventional. 
Barry Greenberg:

If I could speak for the group, we share your concerns, and I think we need to realize that there is no single good animal model for Alzheimer’s disease, or any other dementia that we need to consider. But what we need to do, as we can, possibly, is model certain aspects of the disease and use those as phramacodynamic outputs for proof of concept preclinically before we move into the clinic, and I think we need to move on to the next question. 

Leah Shin:

But the problem is, what is your criteria for that? 
Barry Greenberg: 

It will depend on the situation. I do not think there is any single answer to your question. It depends upon the model, it depends upon the mechanism, and I really do think we have to move onto the next question. 
New Commenter:

I do have a comment about one of the last statements made by Steve Perrin. And it’s about the need to have large numbers [Indiscernible] animal model. In an ideal world, it would be nice to have a good power study just to characterize, to fully map the animal model. And having CSF measurements, behavioral measurements, pathology measurements. The issue is, if I write a grant trying to do that, it would come back and say the grant is too descriptive. So I don’t know if you can propose to the NIA, here if they could comment about having RFAs just for the design to generate a large dataset for the most common animal models. Just to be in the public domain where people can use that as a baseline for translational studies. 
Steve Perrin:

Yes, a bunch of people have already commented that nobody wants to fund that type of work. I guess my statement was more along the lines of, if we don’t do it as a community, the models have limited value. Often, you can look at publications, especially if you are an expert in the field. And not even have to get past the first figure and say, “This animal model is ridiculous. It doesn’t make any sense.” The paper in ALS a few years ago is a perfect example of that. Anybody in the ALS field who works in that model saw that the animals were dying 40 days before normal median survival. I don’t know what they were doing at their animal colony, but I didn’t read any further than the second page of the paper, and threw it in the trash. So we have to as a community, somebody has to fund it. I mean, we were creative in our recent TDP-43 model validation, where we knew we didn’t have a million dollars to profile the animal, do power analysis with 1000 animals, do all of the histology. But we went out and we sought stakeholders in the field, that were really interested in TDP-43, a drug screening model, and can we make it a validated model. And we got four organizations to fund it. We’re currently trying to fund another TDP-43 model. Not only do we think it might have better biology, but someone has to do it, or else the models have limited value.
Adi Geri (Investable Sciences):

Excellent symposium. One of the comments that has been made so far is that companies are getting away from CNS drug discovery. And as companies get away, there still need to be efforts to move this field forward. And NIH has some very successful programs, in which they do drug screenings. NCI is very good at it. NIMH has a screening program, even though that’s only binding. NINDS has anti-convulsive screening program, which is a very successful program, which has led to drugs in clinic. I still do not see any program within NIH that specifically addresses AD. By training I’m a medicinal chemist, and for many people in that area, that are in small companies or in academia, it would be nice to have a program, whereby when you generate a compound you can send it to that program and then the compounds can be looked at in a standard assay or validated assay, or some kind of assay that experts in the field have agreed to as good models for the disease. 

Barry Greenberg:

That infrastructure exists partially. This is exactly what we are talking about today. Making it more robust. I think your point is very well taken. Does anyone have anything to add to that? 

Eliezer Masliah:

I think actually a very good outcome of this session is if we could generate a series of very specific recommendations as to preclinical studies, as we have been discussing—it is definitely desirable. 

Zaven Khachaturian:

Both this morning, and then again this afternoon, many of you invoked the virtues of systems biology and using systems. And I agree with you. Chris, you made the point that the systems approach has not been used in Alzheimer’s. That’s not entirely true, because the NIH program, when it began to be built in 1978, was built on the idea of systems biology. And that’s what distinguished it from the structure of the program of neurology from Mental Health. But the problem has been not so much the idea of having systems biology be part of the development of brain aging in Alzheimer’s, it’s been the field. That is, people feeling comfortable using those concepts. In the early years, most of the field was dominated by descriptive anatomy. Later on, by grind-and-bind biochemists. Later on we brought in biochemists. There has not been that much of a mindset of people from computational biology and systems biology to come into the field. 
We’re not going to make that transition to sit back and examine our assumptions. The models we’re using for the disease, I think they are inadequate, we need to re-examine them. But that’s going to be a very hard thing to do with the current cluster of people that we have. 
For us to move into systems biology, we need to find ways in which NIA and the Alzheimer’s Association could encourage these people from other fields to come into the field. We would not have made progress if, in the late 70s, early 80s, we had not brought in the biochemists, the molecular biologists, the geneticists, to come to the field. It was that infusion of new disciplines that changed it. And that’s what I think we need.

You have not discussed the system. What system are we talking about? Are we talking about the neuron? Or interconnected set of neurons? Or the interaction between vascular and nervous systems? What is the system that we are talking about? We need to define the system and bring in people who are experts in this. And that is how we will make progress. I think that should be one of the recommendations to find ways to attract these disciplines into the field. 

Barry Greenberg:

I think you would be pleased to read Piet van der Graaf’s recommendations that have been submitted for this meeting. Piet, are you around? 

Piet van der Graaf:

Yes, can you hear me? I surely agree. And particularly with the comment around bringing in people. That will be the key to success. For systems biology, systems pharmacology to make an impact anywhere—thinking, bioengineers, skills that probably you would not necessarily think about in fields like Alzheimer’s.

While I have the mike, can I just make a comment on the excellent discussion on animal models. And Chas Bountra comments around, that industry seeming to have lost faith in animal models. I think it applies to animal models of so-called efficacy or disease. Particularly when it comes to behavioral models of cognitive function. There is a lot of refocus and enthusiasm about going back to animal models of physiology, pathophysiology, and pharmacology. And you can see a clear shift, particularly in the field of CNS. Where throwing rats in buckets of water is probably not really seen as a useful way of screening drugs. Looking really at the useful biomarkers and understanding the system. Certainly there is more emphasis on those models than ever before. 

Next Commenter: 

I’m an immunologist [Indiscernible]. Saying that animal models are very important, everyone on this panel will agree and probably most of us in here agree. But sometimes, we do have the animal model, we have the data, but we do not want to see this data. We use immunotherapy. It was exactly shown that when you do protective vaccination, it’s working. We still [Indiscernible] vaccination, we do not have much success. And we do have this data. These data are published. Yet in fact, as an immunologist in vaccine research, I should tell you, that there is no basis for therapeutic vaccine in the work today. We have a couple which is out of the question. But in general, it is a very difficult field in itself.

But today, immunotherapies look like a very good approach, but even with this approach, we cannot get the positive data in humans because we start immunizations late. So how should we try to transfer this animal data—in a not good animal model, but in an animal model that is giving some data—to humans? It is expensive, because we need to start preventive vaccination and check the data in 20-25 years, but probably biomarkers are the most important thing today, which we need to have. I think that will help, also, not for immunotherapy. And again, I’m not a neurologist, so it’s difficult for me to tell, but for small drugs, the same thing is happening. We need to have the right target. But we need to start everything earlier. Biomarkers today are the most valuable and important thing. That is what we should discuss. Are there any available markers today to move to clinic?
Barry Greenberg:

I am not sure there is anything to respond to other than, thank you. Randy?

New Commenter:

I would like to make an addendum to Eliezer’s very nice presentation where he does show both Aβ-dependent and Aβ-independent aspects of the disease, but puts the Aβ-independent processes after the Aβ. There is an assumption in the field that Aβ deposition, or the production or the elevation of Aβ, is the first thing in the disease. And I think this hampers a more general, broader view of the disease as starting with an antecedent biology. The mere fact that Aβ increases in the brain implies an antecedent biology. And I think what the new genes, the GWAS risk factors are telling us is that these genes are identifying factors that affect a process that secondarily increases Aβ, or alters Aβ in some way, but also alters that same process. It will take BIN and PICOM and those endocytosis genes, for example, that alterations of those processes themselves are very early events in the disease. And if we look at other diseases where these processes like endocytosis are altered, they are fueling and driving the disease in ways that people consider pathogenic. Why is this important? Because to look earlier for biomarkers that would be a more favorable treatment stage, we have to go and assume that Aβ is not necessarily the earliest biomarker we can find. And that this earlier biology is something that we need to understand. We need to factor it in as another set of parallel pathogenic pathways for AD development. And factor it into the treatment consideration. 
Barry Greenberg:

Thank you for your comment Randy. Mr. Vradenburg, would you like to comment?
George Vradenburg:
Yes. Dr. Lapinski made a comment that a great deal of time and resources were being lost because of the nature and quality of academic research. He posited two propositions. One was a skills mismatch. There weren’t drug discovery skills inside academia. The other, they weren’t outcomes driven because incentives of the academic research community were driven either by NIH peer-review funding or by publication bias. So I am curious as to whether or not—maybe I’d ask Dr. Longo or Dr. Mohs if they agree with that assessment? And whether or not mitigating that problem, if there is a problem, can be solved by collaboration to match the skills needed to connect academic research and drug development? Or whether we have to change the way NIH funds, or we reward through publication, academic research? 
Frank Longo:
That is a great question. I think there is a skills mismatch, as Chris Lipinski did a nice job of pointing out. Part of the solution, is this kind of iterative panel that people in academics who want to do this, can have this ongoing access to a panel with people like Chris Lipinski on the panel. And might that be an NIH-supported process, where one can continuously recycle through this panel for reality testing and the results of that reality testing might encourage one not to pursue that path. The results of the reality testing might be part of one’s next grant submission. We could do a lot to address the mismatch. But I wouldn’t want to throw out academics altogether, because the ability to be “misguided” might be an important asset for the field. 

In terms of the incentives, I am a department chair, and I have to admit I don’t think I’d want an assistant professor going after a promotion trying to do these things under our current system. We have to make it so that brilliant assistant professors can bring a new perspective to this. Part of that is the editors at journals have to completely get their act together and change what they accept as a great paper. I think that it’s become routine now for reviewers to suggest 3 more years of work. I don’t think an editor should accept that approach. It should be the quality of the work that is important. Not that you automatically need to do 3 more years. And I think the NIH funding can be geared toward truly looking at the innovative thing. So I think there are ways to address those really great questions. 

Richard Mohs:

Just to add couple of comments. I spent most of my career in academia and writing grants and getting NIH money and am now working in industry. There is a lot of that stuff that is required for effective drug development that would not be rewarded in the academic world. A lot of that stuff around developing the tools, and so forth, is not likely be rewarded. But on the other hand, a lot of the stuff around target validation and disease-state understanding is simply beyond the capability of industry to do it. So we need to find better ways to get these folks together. To do the kinds of work that move the field forward. And I think collaboration is a big part of it. I will no longer discuss what it takes to get promoted in academia. But there must be some way to figure out how people can get individual recognition and at the same time most of their work is contributing to a larger effort. 
Peter Lansbury:

Let me say one thing about that. There will be different criteria for discovery, which is in academia, and discovery, which is in Pharma. But when the NIH is funding translational research, and that is in the first paragraph of the grant, that this is a translational program, which implies, in fact states, that the investigator is interested in translating that, they should hold that person to the standards of Pharma. Which means probably five times more animals than are typically published in a paper in Neuron or Cell. I think that is a way to get people…You know people can say they’re interested in translation. Everybody wants to say it now because it’s very fashionable, but if they are going to say that they’re interested in that, if they’re applying for a grant that has translation in the RFA, they should be held to a standard so that someone from Eli Lilly could look at that and say, if completed successfully, that is a study that we would be interested in. If the answer is that they are not interested if it’s completed, then it should be funded under a different mechanism. 

Barry Greenberg:

But you just defined the nature of the review panel. Next question?
Don Frail (AstraZeneca):

Don Frail, now at AstraZeneca. I want to make a comment and then I have one question. It was a very good panel, I appreciate each of your contributions. I want to pick up on Frank’s recommendation. One of the major themes of the panel was, we need to do more robust drug discovery/development. It is not going to be sensible to teach a thousand-plus investigators each. And his recommendation of having essentially a drug discovery development advisory panel has been taken up by some other organizations. Mostly foundations. It would be in the best interest of NIH to do exactly that as well, and Peter just spoke to it as well. So it’s a very tangible, easily implementable recommendation.

The question is around the network systems biology. I was going to ask Stephen this morning, how do you translate systems into a drug? But now I can ask Chris, since you brought it up. So let’s say, chemists work on targets. I truly believe in the transcripdomic work that Stephen talked about this morning. But eventually it translates down to a target where a chemist is going to make a drug against. I am struggling with the conflict between the call for systems biology, you as a chemist is calling for, and then what the chemist at the bench is really going to try to achieve. 

Chris Lipinski:

Okay, so when you’re a medicinal chemist and you’re trying to reach some goals, you need to know what the goals are, but you don’t really need to know how the starting point was arrived at. Whether it was target-based, whether it came from a phenotypic screen. You just need to have good experimental read-out, so when you change the structure you can move the structure in the desired direction. I will admit that there’s probably a bit of a prejudice against phenotypic drug discovery in the sense that…because the medicinal chemists, for 20 or 30 years have been going after mechanism-based, they’re more comfortable against single target, single mechanism, and they have more of a prejudice against single, black box mechanisms. Because they are not as confident that they can improve the activity. But the actual following of structural activity relationships really just requires the experimental feedback. And in terms of your goals, are you moving in the right direction or not, and is the turnaround fast enough? If you have that, you can change structure and improve the profile. 

Don Frail:

Okay, I just want to separate that from an alternative interpretation that could have resulted, which is, you want the chemist to develop, say, three different activities with the same molecule and hit three different targets of the pathway. Which you know is going to be difficult to do in itself. 

Chris Lipinski:

Well, so what you do then, is you have an idea. If you know those, say, three activities, you know the literature, you do sort of a chemoinformatic/bioinformatic analysis and you say, based on the existing literature, are there structural features that I could combine together and have a reasonable chance of getting those three activities combined?

Dave Borshelt (University of Florida): 
As someone who’s made quite a few animal models, I’d like to defend them a little bit. In my opinion, a lot of the studies in animal models that have been published have actually been very predictive of what would happen in people. Many of the compounds that were tested in SOD mice had either very modest effects, although as you said before the size groups were very small, and those compounds uniformly failed in patients because the size effect was just too small in the animals. I think the issue, in terms of using these animals, is recognizing what phenotypes they have that are relevant, in which we have high confidence, and what phenotypes may be relevant but for which confidence is much lower. 
Cognitive function may be an example for which confidence is much lower because we do not understand exactly how cognition is impaired by amyloid, or by whatever. The question is, the animals we have today, the mice we have today, if we wanted to go forward to phenotypic screens, how would we do that? What phenotypic screens would we have confidence in if we’re going to put an RFA out there to move this forward in phenotypic screens? Can we come up with a set of phenotypic screens for which we would have high confidence? If we screen for those outcomes, you would have something to take to the clinic and the next level. I would argue that cognition would not be the highest one on my list. But almost all of the pathological outcomes have high relevance. Inhibiting the appearance of pathology can be scored for very, very robustly and easily taken to people to see whether you can do the same thing. Some of the other outcome measures are not so great. But I do think if we’re going to go forward with phenotypic screens, we have to set some idea of what we’re going to have agreement on that is usable to screen for.
Barry Greenberg: 

I would argue that cognition is not a particularly good outcome measure. It is essential that tissue exposure, target exposure, if possible, but with a phenotypic screen, at least, a dose-responsive exposure of the compound in the tissue of interest should be demonstrated. And if I look across the recommendations that this group has brought forward, functional outcomes would be feasible for phenotypic screening. Such as functional imaging, E.E.G., optogenetics has been raised by several.  I think that would be the response I would give. Would anyone else on the panel like to respond?

Eliezer Masliah: 

Yes, I just want to emphasize that, including micro-PET, I think we will discover, and it has been discovered in other fields, for an example in the cancer field and so on, that when you want to move from the behavioral to the imaging and do the correlations, we are going to need a rat model. We are going to need a bigger brain to do this. I know there have been some limited publications on this. For example FDG-PET on mice, and in [Indiscernible. Sounds like “a peep”]. But still, the rat solution is very poor in the mind. The other interesting thing about the rat model, is that also we’re going to discover that it might develop other pathologies that in the mice are harder to observe. We have seen that with the synuclein model for the Lewy body disease work. For example, the dopaminergic pathology is not as extreme, but in the rat, it becomes a lot more extreme.
Richard Mohs:

I think the current crop of animal models that are widely used are used effectively to determine biologic activity of compounds and dose-response relationships. But their predictive power for clinical efficacy is low enough so that you still have a very, very high degree of uncertainty about clinical efficacy when you move into the clinic. 

Barry Greenberg:

We are getting close to the deadline. We will take two more questions. I am trying to be sensitive to the people standing by the microphone the longest, and that would be Dave first, and Rima second. 
Dave Morgan (University of South Florida):

As someone who makes his living by working with animal models, I feel a need to get up here and make a couple of self-serving comments. All of this model-bashing makes me worry that the NIA is going to walk out of here and think that they shouldn’t be funding animal model work. So the first point I’d like to make is, if you have a compound, and it mechanistically is approached in your animal model, so it’s an anti-amyloid compound, and you put it in an amyloid mouse and it does not move the amyloid, obviously that’s informative. That’s telling you something. You do not want to pursue that anymore. And I think it’s important to recognize that.

The second one, is that one of the key issues in the models, is that it helps us understand a bit more about what the mechanisms might be. Other than, for example, amyloid itself. For example, trying to look at inflammation in a cell model would be very challenging to do. So I think these are two really important things about the models that are still nonetheless quite informative and useful even with the limitations that we mentioned. We are certainly not alone in failing to see this stuff in Alzheimer’s that works in mouse models and doesn’t translate into humans. The cancer field is filled with this, the stroke field is filled with it.

Rima Kaddurah-Daouk:

To follow up on the discussion this morning about systems and global approaches, and the vast data coming in. As we profile patients—CSF profiles from AD patients, peripheral samples—and learn about trajectories, changes in biochemistry, pathways that are changed, I think it will generate a lot of information that can enable that cross-species modeling. Being about to take some of this information back to creating new animal models based upon hypotheses generated, and by the same token, take the animal models that already exist, get a metabolic profile or other profiling, and try to see what aspects it captures from the human disease. To be able to do this cross-talking, I think we will learn more. 
The other comment, I want to make is that over the last 3 years, looking at the effects of drugs such as statin, which is supposed to target one enzyme, HMG-CoA reductase—the more we have profiled patients on statins, we’ve realized the target and changed 80 different lipids. A whole area of changes in lipid metabolism. They change amino acid metabolism. All the way to nitric oxide production. They change the bile acids, and including the secondary. And when we correlated, what correlates with outcome, which is lowering of HDL and LDL, it was a whole area of biochemistry suggesting every single drug we looked at targets many, many different pathways. And it’s going to be a myth to say we need one drug to target one enzyme. At least studying 10 of them, studying global biochemical effects, none of them targets one thing.

Barry Greenberg:

I think you have a lot of agreement with that last statement on the panel. And, at this point, I would like to thank all of you. It has been a pleasure interacting with you on this, including the audience.

Session 3: Who to Treat, When to Treat, and What Outcomes to Measure

Paul Aisen, M.D. (University of California, San Diego) (Session 3 co-chair):

Good afternoon. We will begin the next session. When and whom to treat and what to measure. Neil asked me to introduce this session and also to speak on why AD clinical trials have failed. I’m not sure why you asked me to speak on that, Neil. I will try to address the topic, but I’m also going to try to spread the blame a bit to other fields, epidemiology, preclinical science, statistics. And I am going to try to throw in the positives with the negatives. In fact, what I’d like to do is to talk about why they have failed, weave it into who and when to treat and what to measure, and leave you with a sense of optimism, which I do in fact feel.

To introduce the overall session: The state of the field is pretty discouraging. The results of all clinical trials since 2003 have been negative. And yet there have been, I think, big positive developments recently. I’ll talk about them a bit. I want to highlight something that’s come up in a number of the talks, the need for data sharing and collaboration. I feel that our field is doing very well here. In academic collaborations, and in data sharing. ABBE, I think, is a great example of this, with real-time sharing of all data, not waiting for primary publication. I think it’s been hugely successful, and I hope that it spreads to other fields. And collaboration with academics, regulators, industry investigators—ADNI is a great example, again, with funding and scientific input across all groups.
It is not the only example in our field. I think the Alzheimer’s Association Research Roundtable is another great example. And we see this spreading into the clinical trial arena. With collaboration between academia and industry, in ADCS trials, in the DIAN therapeutic trial unit led by John Morris and Randy Bateman, the Alzheimer’s Prevention Initiative, with Eric Reiman and Pierre Tariot and Jessica Langbaum. These all involve academic-industry collaborations in design, in conception, and in funding. I think they are very successful and very exciting. And that degree of collaboration, precompetitive sharing, data sharing—I believe this is going to drive success in the near future.
We have very limited treatments. We have a few drugs approved. They were approved a long time ago. They help for symptoms of AD dementia. They do not help a great deal. So clearly our current therapies are suboptimal. We have been working primarily over the last decade and earlier on moving from symptomatic treatments to disease modifiers, but all of the disease-modification pivotal trials have been negative. Recent trials have been particularly discouraging. We were optimistic about Dimebon, based on a very encouraging phase II trial, but failed to replicate it in two phase III trials, and in Semegacestat, where we had terrific biomarker evidence of target engagement, and yet, had negative phase III trials. So I want to address these issues, at least to some extent, in this talk.

There are three phase III-3 trials in progress in AD. Disease modifiers: Bapineuzumab, Solanezumab, and pool cumin immunoglobulin. Each of these trials is going to read out soon. The first two this year and the IGIV trial early next year. So I think it is time to anticipate what they may show. 
And I’m going to tell you. Big developments in the field very recently. Two big developments in the last year or so are the new research criteria, the description of prodromal AD and preclinical AD. I think these are major advances. These criteria are not final. The reconception of the Alzheimer’s disease process from onset to the end of dementia has moved along extremely well, but that process is not done. Yet it opens up tremendous opportunities in drug development. So reconceiving the idea, the diagnostic criteria for different stages of AD, is a big development in the drug development field. And then the arrival of amyloid PET imaging, which of course was just approved by the FDA, and has been in the research arena for a while, is a huge advance allowing us to accurately select people with brain amyloidosis and read out drug effect. So I view these as hugely positive developments.

Here are two examples showing target engagement using amyloid imaging, with Bapineuzumab and with Gantenerumab. Our ability now to have accurate in vivo demonstration of the key pathological finding and show that we can move it with drugs, has changed the whole ballgame.

Nonetheless, we have been having some problems. And so I start by pointing the blame elsewhere. [Laughter] In epidemiology 15 years ago, we were very optimistic about estrogen , anti-inflammatory drugs, and yet our development efforts in these areas were less than successful. I believe that some of that blame, needs to be laid with the field of epidemiology. Or to put it in a positive light, we need to spend more money working on issues in epidemiology, such as a better understanding of factors that influence outcome but that are not fully identified and we can’t fully adjust for. Until we have a better handle on this epidemiological issue, we will have a hard time gaining confidence in findings from epidemiology of dementia. 
Now, you have heard a lot of criticism about animal models. I’m just going to join in with one issue, which is statistical. I think the animal models are not great in mimicking AD, but actually my biggest concern is the way we design and publish animal model studies. In AD clinical trials, we have a rigid set of rules laid out by regulators that require us to present and finalize  a study plan. Including an analysis plan and outcome measures before we look at the data. I believe this is highly appropriate. We have learned in clinical trials that anything that is not analyzed according to pre-specified plans, is barely exploratory in nature and highly unreliable. And yet the standard in reporting animal model experiments is to do just that. To report post hoc, unadjusted analyses. And therefore it cannot be too surprising that we end up getting misled. Just as clinical trials have strengthened the area of AD drug studies, we need “preclinicaltrials.gov” to require registration of your transgenic animal studies before you look at the data. And we need to implore journal editors not to publish the animal studies unless they were pre-registered. Both the positive and negative findings, then, will be much more reliable.
I will touch just touch on criticisms of chemistry. Actually not a criticism. I think the chemistry in this area is clearly challenging, and we heard from Chris Lipinski about medicinal chemistry. The idea of having highly selective targets in the brain, that can be addressed with brain-penetrant-specific small molecules—it’s a challenge. And it has been particularly problematic in the development of safe and effective secretase inhibitors. Nonetheless, progress is coming. 

I do want to turn to some issues that are in the clinical trials realm. We do bear some of the responsibility here. But I think the biggest problem with clinical trials, has to do with timing. It is not so much methodology, although I’m going to come back to that, but rather the timing of the trials. We need to treat much earlier. So each of the phase III trials that I mentioned is being conducted at the very end stage of AD, which is AD dementia. And that simply does not make sense. But we need to conduct our disease modifications at the appropriate early stage, which is 15 years earlier. 
Now let me turn for a minute to measurement. What do we measure in AD clinical trials? Well, we measure a lot of things, but by and large, our primary, or one of our co-primary measures, is going to be cognition. And it is going to be a composite cognitive measure. And that’s been the basis for approval of all AD drugs to date, and it will be a part of the approval process of all disease-modifying drugs to come. 
The most commonly used cognitive measure is the ADAS-Cog, developed by Richard Mohs, from whom you heard a few minutes ago. This is the problem with the ADAS-Cog. It shows huge spread cross-sectionally, and huge noise longitudinally. This is data from ADNI. It is very difficult to demonstrate a treatment effect on data that looks like this. And yet this is the best primary outcome measure we have. This is group data, which is miserable. This is individual data on the ADAS-Cog. This is what it looks like. It goes up and it goes down. And we have to make judgments. And to some extent, we try to apply ADAS-Cog to clinical decision-making. But a curve like this cannot be applied to an individual. That is, one cannot make a judgment on individual efficacy when your outcome measure is as noisy as this. And in clinical trials, we have tended to include analyses that try to summarize this noisy data like this. So a time-to-onset of dementia analysis, which has been the standard and the required analysis of all prodromal AD trials dichotomizes this kind of noisy data, throwing out most of the data. It makes no sense. We need to move past survival-to-dementia-type trial designs. Dementia, AD, is a slowly progressive disorder that begins in a preclinical stage, gradually progresses to mild, moderate, and severe dementia, and never goes through a stepwise progression, and we shouldn’t model our outcomes that way. 
Beyond a survival-to-dementia type analysis, regulators, particularly in Europe, require responder analyses. This is a responder analysis. It makes no sense. This is the way we should model our data in all of our trials. It’s noisy data, but it’s much better modeled by a curve than by a stepwise, dichotomized outcome. 
Fortunately, I think we are moving very far in this direction. Our prodromal AD trials have moved away from time-to-dementia, and this is based on one of those developments I mentioned, our reconsideration of diagnostic criteria, where we now talk about prodromal AD rather than MCI,  and we consider a continuous illness, allows us to use a single, continuous outcome measure in disease modification trials in prodromal AD. It is a substantial step forward. And it will increase the likelihood of success. 
But I am worried that prodromal AD is still too late. And we need to move earlier. And that means preclinical AD. So prodromal AD is MCI-stage AD; preclinal AD is entirely asymptomatic. These are normal older individuals, who volunteer as normals, but are found to have amyloid in the brain. They have what we now consider or what Reisa has proposed to consider preclinical AD.

This is a slide from Chris Rowe and AIBL showing that amyloid deposition occurs 15 years before AD dementia. This rough lag period has been pretty widely accepted. It’s been replicated in DIAN and in other populations. If there’s a 15-year gap, it can’t be that it makes sense to wait until the onset of dementia to initiate anti-amyloid treatment. Fortunately, we see evidence of amyloid-mediated change even in preclinical AD. So preclinical AD is much closer to that left curve, to the onset of amyloid deposition. And we see even in preclinical AD—this is data from ADNI—that even in normal older individuals, the ADNI normal cohort, the presence of amyloid is associated with altered trajectories on biomarkers—and this is ventricular volume—and on cognitive composite measures like the MMSE. And we’ve now replicated these results in ADNI 2, in the eMCI subjects just now being studied. These are the earliest cognitively impaired individuals, essentially with normal cognition, but clinical concerns about memory. And we see the identical pattern, where the presence of amyloid is associated with altered trajectories on the mini-mental, hippocampal volume and ventricular volume. 
This confirms in a new independent population the earlier findings. And it suggests that if we are going to do trials in preclinical AD, we can use MRI volumes and MMSE as outcome measures. And so that’s what we call a secondary prevention trial, or simply, since I know Rusty will be speaking soon, and does not like us to use the word “prevention,” we will call this very early treatment of AD. Which means targeting amyloid-related decline in cognitively normal older individuals. 
Ultimately, this could lead to treatments in the clinic for what we might call asymptomatic AD—asymptomatic older individuals with amyloid demonstrated on PET scan. If we can show in rigorous clinical trials that we can change those trajectories, we can start to treat normal 70-year-olds, cognitively normal with amyloid in brain, with anti-amyloid compounds. 
Now, that’s going much earlier, and I think it would lead to much greater likelihood of success in anti-amyloid trials. But that in and of itself it could be too late. Perhaps we need to go before the onset of amyloid deposition, which would be primary prevention. We don’t have enough information yet. And so one of our calls for additional work should be to study the biomarker and cognitive changes around the initial deposition of amyloid. That means moving from the 70-year-olds to the 50-year-olds. And I think we need to establish the biomarker profiles of people who are about to start accumulating amyloid. That’s the information we need to design primary prevention trials.

I focused on amyloid, and I want to make the point that, in contrast to many others who said we need a complex systems approach because there are so many cellular processes that go wrong in AD, I want to suggest that that may not be true. That even in a complex disease, the treatment may be simple. In pneumococcal pneumonia, there is also a very complicated -omic pattern of respiratory failure. But the treatment—a few doses of penicillin—is very straightforward, very simple, and very effective. And similarly, though AD is very complex, it’s possible that if amyloid indeed is driving it, the treatment may be simple. But we have to initiate treatment before organ failure. If you give penicillin to someone in respiratory failure, it’s not likely to do much. So again, early treatment. 
That said, and I remain very supportive of the amyloid hypothesis, we absolutely must investigate other approaches to treatment. The amyloid hypothesis is a hypothesis until we establish that anti-amyloid treatment is effective, and we haven’t done that yet. We need to explore other approaches.  I have listed some here. Tau immunotherapy, in particular, has to be pushed out of preclinical studies and into the clinic. We also need, even though I have emphasized early treatment for disease modifiers, much better treatments for AD dementia, and so we’ve got to keep looking for other mechanisms of cognitive dysfunction and other symptomatic strategies.

So I said we have three phase III trials, and what are the results going to be? I thought I’d share that with you. Well, remember that none of these programs have convincing evidence of cognitive or clinical efficacy in phase II. While there’s been a suggestion in post hoc analyses of  Bapineuzumab, but there may be effect there post hoc, and I’ve already tried to deride post hoc analyses.
In IGIV, there were actually pre-specified positive analyses, but in very few subjects. We do not have convincing phase II evidence, so I don’t think we can be too optimistic here. They all suffer from the cognitive measurement issue I talked about, and most importantly, the timing is way off. So what are we going to find? I think we’re going to confirm target engagement in all three trials, I think we’re going to see downstream effects, for example on CSF tau, and volume metrics. But I think that cognitive and clinical benefits may be modest. I hope they’re positive, but I suspect they’ll be modest. 

But the same drugs may be hugely effective if given at the right stage of disease. At the right stage of disease, we will have to make use of biomarkers for selection and as covariates and as secondary outcomes, and we have a lot to learn here. And we still do not know how much change in a biomarker is going to be appropriate. I think we have a lot of work to do. But still, simply taking one of these effective anti-amyloid agents like I showed you with Gantenerumab and Bapineuzumab, and treating an appropriate population—very, very early AD, may give us an answer, not too far off, that could be showing substantial clinical benefit. 
So, in summary, before my 20 seconds are up. We have to think of AD not as AD dementia, but as a chronic, gradually progressive disorder with no well-demarcated stages, extending from early amyloid dysregulation up to severe dementia . They’re going to be cognitive and clinical changes pretty much across that spectrum, and they will be part of our trial design. We have to be careful about the construction of the composites and the analysis of those composites. Early intervention is likely to be key. We need to continue our study of biomarkers. We’ve learned so much, but there are still big gaps. We need to handle major measurement issues, and we’re going to solve all of these problems if we continue our path toward precompetitive collaboration so well-established by ADNI. With that I will stop and acknowledge our funders and participants. Thank you [ applause ]. 

We will continue now with the second talk, which is Eric Siemers from Lilly.
Eric Siemers, M.D. (Eli Lilly):

Thank you very much. I’d like to thank the meeting organizers for inviting me to represent some of our thinking at Lilly. I did have sort of the same reaction as Paul did initially. What can we learn from failed content? It’s nice to be invited, on the other hand, I guess the meeting organizers thought, well, who could talk about things that have failed? Well, let’s call Eric Siemers at Lily, and he’s an expert on that. 
But actually, this is similar to Paul’s presentation. I want to leave you with the idea of the glass half full rather than half empty. We owe it to the patients who participated in these trials, if nothing else, to really learn as much as we possibly can. There have been a lot of good ideas brought up in the meeting today. But we really need to acknowledge that we have learned some things along the line, and it is an exciting time for the field, actually. 
This is my disclosure. And I think it’ll be obvious from the talk that I’m not here to sell you anything, so I don’t think there’s a problem.   
Others have acknowledged this point that there have not been a lot of successes recently in terms of Alzheimer’s drug development. If you look at the bottom part of this slide, these are the ones that have gotten into disease modification. The ones that have been successful are the ones that we typically call symptomatic treatments. The old cholinesterase inhibitors or memantine NMDA- receptor antagonist. Those provide some modest symptomatic benefits, but as we try to modify the underlying course of the disease, it does become difficult. I will walk you through our experience at Lily and then try to talk more about what we have learned from those attempts at the bottom part of the slides, which were not successful. We at Lily have had two molecules that have gone into phase III. Semegacestat is our gamma-secretase inhibitor, and Solanezumab our monoclonal antibody. One of the points that has come up today is the time that it takes to do this. And none of us is happy with this, but it’s the reality right now. Semegacestat entered the clinic in phase I trials in October 2000, and we got an answer in 2010, so 10 years later. For Solanezumab, we will have results in the fourth quarter of this year. It got into the clinic in 2004, so a couple of years we’ve knocked off of that. One of the things that we need to do is shorten the timeline. I want to take this opportunity to say, one of the limiting steps is enrollment of patients. If we could enroll more patients more quickly, one of the ideas that I think you will hear about at this meeting is having a national IRB for Alzheimer’s disease, which would speed that process. That is one thing we can do to shorten these timelines. 
The other point that was brought up, is the importance of target engagement. I will not go through all the preclinical data. I will say that the animal model that we used, the PDAPP transgenic mouse, Pat May in our laboratories has said many times, this is the model of amyloid deposition, not Alzheimer’s disease. So our success in that animal model was necessary to move forward, but I think none of us thought that it would be sufficient. So animal models may be necessary, but we shouldn’t bet on them predicting success. 

But this is what we did in the clinic to convince ourselves that at the dose used in phase III for Semegacestat, our gamma-secretase inhibitor, that we actually hit the target and inhibited the enzyme. Using this very elegant SILK technique, that was developed at Washington University, we looked at the doses that we used in phase III, 100 and 140 milligrams, and there are a lot of different ways that you can do these calculations. We had a lot of discussions about that. But what it showed is, in a period of 12 hours after a single close, that you reduce the synthesis of Aβ by about 50 percent. So conservatively, then, 25 percent over the course of 24 hours. That is good data, to say that we actually did hit the target. Again, there are very complicated calculations to make. 

But what we also found, and this is in a collaboration Ky Blenau’s lab, is that they had the hypothesis if you inhibit the gamma cleavage, you would have an increase in alpha cleavage, and so you’d have these 1 to 14, 1 to 15, and 1 to 16 fragments being formed. This is from our phase II data, and what you can see here is that there is a very nice, dose-dependent, statistically significant increase in these alpha-cleavage fragments. So not only did we see the part on the left-hand part of the slide, with the reduction in synthesis, but we also saw, in  a sense, a downstream effect, where there was an increase in this alpha cleavage. Arguably, at least we felt convinced—and this was important that from a biochemical standpoint—at the doses we took into phase III, we hit the target, and we inhibited the enzyme. In fact, recently there has been a publication from Ky Blenau’s group with a single dose with the same effect, although not quite to the same magnitude. So we felt that we hit the target. 
So what happened to that? Well, as most of you know, unexpectedly, our data-monitoring committee contacted us in 2010 to tell us there was an unexpected worsening in cognitive scores for these patients. This is the CDR-SM of boxes, which is a combination of the cognitive measure and the functional measure. I think this is the most straightforward way to show it. Here’s the placebo group, going up and getting worse. Here’s 100 milligrams, here’s 140, very nice, dose-dependent result, exactly, essentially, the opposite of what we hoped to show in this study. 
One of the points that was made, is that our data monitoring actually did a good job of looking at an interim analysis that was put in there actually…statistically the way it works out, it would only show worsening. Of course at the time, we didn’t think that was possible, but we thought it would be a good idea to look. So our data monitoring committee did a great job working with us, and we stopped the study as soon as we realize that this sort of signal was present. 
One of the things that has also come up a number of times is the importance of collaboration. One of the things that we set up, and we were discussing even before the results of the trial was the necessity for us at Lilly to take our database, to give it to an outside group of people, ad hoc committee from the ADCS, and do a completely independent analysis of our raw data to see the results. Now, obviously, the time we first started discussing this, we were hoping they would be positive. But in a sense, this almost becomes more important with negative results, because this lets a second group do their own independent analysis of the data. Those analyses are ongoing. We’re actually continuing to look at the data within Lilly, and then we can compare results. And try to sort out what happened. 
Just to summarize the experience, we did have the worsening in cognitive and functional scores. After we stopped the dosing of the compound, we continued to monitor the people to see if that worsening would reverse. You notice the lines were separating over time. They did not separate any more after stopping drug, but there was no reversal of the effect. In other words, in a sense, this was disease-modifying. The amount of change there was not very great. You couldn’t tell in an individual site or an individual subject that it was present, but again it was statistically significant. And we didn’t see a reversal of it. There were a couple of confounding factors, including donepezil metabolism, that didn’t really explain the results that we saw. The biomarker data were interesting. We continue to look at those. FDG-PET, it looks like did track with the cognitive worsening, probably not a surprise. Some of these other things in our initial  look at the data didn’t show any obvious changes, but as we and the ADCS committee continue to look at this, all I can say is stay tuned. There may be more in some of the biomarker data than we originally thought. 
Why might this have happened? This gets to the discussion of systems biology versus specific targets. From a drug development standpoint, you want your therapy to be as specific as possible to avoid affecting systems that you do not want to affect. So a gamma-secretase inhibitor like  Semegacestat actually does a number of things. It lowers Aβ, that is what you want it to do. Some of these other things that are just related to APP cleavage probably don’t make a difference either way. The increase C99, it’s been postulated, maybe that could cause some cognitive worsening. That came out of a very recent animal study that was after we had started our phase III. The decrease in AICD could also have an effect. Personally, I think what is a more likely cause are some of the other substrates of gamma-secretase. So when we first went into the clinic, the only other substrate we knew about was Notch. After we were in our clinical trial, some of these other substrates became more well-known, and it turns out that gamma-secretase doesn’t do just one thing or two things. It does multiple things, and it has as many as 50 other substrates. One in particular. There is some literature to suggest that it has an effect on dendritic spines. If you inhibit that cleavage, maybe that caused the cognitive effect. So this is something that we are trying to mine through the data. Again, with the help of our ADCS committee, we will do as much as we can to understand this. 
Let me briefly go through some of our Solanezumab results. Paul said he knows how it will turn out, but I actually do not. I’ll tell you what we do know, and this is just from phase I and II, is that  there was no evidence in our phase I or II trials certainly of meningoencephalitis, but also microhemorrhage or edema, so a really good safety profile. We had a lot of biomarker data. The details are different from Semegacestat, but the idea is the same—we wanted to use biomarkers to tell us that we actually hit that target in the central compartment. So we saw large increases in Aβ in plasma and blood; we saw increases in Aβ in spinal fluid. That’s mechanistic. It basically just says that it binds to Aβ, which we knew from our preclinical studies. But I think more importantly what we’ve shown in our phase I and II studies, is that there are species of Aβ that we believe are unique for plaque. And we start to see those pieces of plaque essentially in the plasma after 12 weeks of treatment in our phase II study. That would tell us that even though Solanezumab doesn’t  bind directly to plaque, it has an effect that is sufficient to shift equilibria to the point where the plaques are essentially going back into solution. From a biochemical standpoint, we feel like we have data that say we hit the target, not just peripherally, because it’s an intravenous administration, but centrally. The plaques are starting to dissolve just a little bit. Does that mean there will be a cognitive benefit? 
One of the things I haven’t talked about is what happens to people’s cognition, in these phase II studies. Basically, I can say from a statistical standpoint, nothing happened. The trends that you see there, actually in hindsight, it’s a little interesting. For Semegacestat, this is a little bit of worsening. For Solanezumab, that’s a little bit of improvement. But none of this is statistically significant. This has been a real struggle for the field. So one of the things that we have been looking at and talking about is, so this is an ADAS-Cog change over an18-month study, what you see in phase III. To get statistical significance, comes out to be about 500 people an arm. What can you do short of that? Five hundred people an arm for 18 months, that’s a phase III study for most people. 

Here’s our results from Solanezumab. Here is our placebo group at 12 weeks. It looks right on the placebo line. Here is our treatment group. That looks pretty good, actually. But then this may be hard to see, but here is our placebo group from Semegacestat. And look where our treatment group was for Solanezumab, and here’s our treatment group, so they’re a little above the placebo line here. I think the point is, there is enough variability in these scores that in 12 weeks with a small number of patients, you’re trying to look at Brownian motion. You’re looking at noise. But the question is—and this is where we can really collaborate in a precompetitive way—What if you looked at people for 6 months or a year with maybe 100 people per arm? Are there advanced statistical techniques that you could use? Could you do some trial simulations with those data to give us a better idea of what our probability of success is in phase III?
Let me just leave you then with a couple other thoughts. This is a slide that shows a number of compounds on the right-hand side that have not been successful. And then a couple that Paul mentioned that are in phase III. It is important for this meeting, that we have two trials for Bapineuzumab and Solanezumab that will report out in the fourth quarter of this year. It will change the landscape one way or another. We will come back to this in a moment. For a number of these compounds, there was not good evidence that they really got into the brain and hit the target at the doses used in phase III. Semegacestat was a little bit different and there was a cognitive change. But for Solanezumab and for Bapineuzumab, I think there is a lot more specificity there. Certainly for Solanezumab, I can tell you that the only thing that we know that it does is it binds to Aβ. There are no other substrates. There is not anything else that it does. And as I showed you, we have data that we think in the central compartment, it has actually hit the target. 
Let me leave you with this one thought. It goes back to the theme of this session. Here are a number of compounds that have been looked at as potential disease modifiers in Alzheimer’s. If you go through these and look at the ones that are Aβ-based versus not, the ones that were not based on the amyloid hypothesis really had no cognitive effect. Now, was that because it was the wrong dose or in the wrong patient population?  Don’t know, but there wasn’t an effect. The other ones left there, and maybe this is a little bit generous for the statins, but loosely based on the amyloid hypothesis, but if you take it to the next step, and you say, okay, of those, which one had biomarkers that were convincing in terms of having a central effect? For Tramiprosate, there was some spinal fluid data, but in terms of a real convincing set of biomarkers, I’d say not.

So if you do not have evidence that you have hit the target in the central compartment, you have no cognitive effect. For Semegacestat, we had biomarkers and we had a cognitive effect. It did get in the central compartment. This is the point that really is difficult. Obviously none of us wanted people to go in that direction, to get worse, but the strategy of using biomarkers was to know that you hit the target. I think it does tell us that we’re, I hope, along the right lines. 
For the compounds that we’re waiting for, for Bapineuzumab and Solanezumab, they have that same kind of biomarker data, but with more specificity. I think if this meeting were being held 6 or 8 months from now, I hope the discussion will be different. Thank you very much. 

Paul Aisen:

And next is Reisa Sperling.

Reisa Sperling, M.D. (Harvard Medical School):

Thank you for inviting me. And especially for the speakers who came before me who really set this up. Let me start by acknowledging the funding we’ve had for our own research and also my relationship with industry. So, as you have already heard today, there is more and more converging evidence that Alzheimer’s disease is best conceptualized as a continuum. Although we currently think about Alzheimer’s in terms of where we diagnose it, and where we do most of our treatment trials, at the stage of dementia, it’s increasingly clear that the pathophysiologic process of AD has been going on for 10, maybe even 20 years, before we get to that stage. I share optimism as well, in terms of biomarker research and imaging that’s really allowing us to move up this continuum to a place where we will have more success in treatment. 
This has already been articulated today, so I will not spend too much time. Again we’ve had 10 phase III trial failures. I agree with what’s been said before that some of these are because maybe we did not get in the brain, or we didn’t know. Some of these are because perhaps we were not even going after the right target. But I think a lot of it may be that we are trying the wrong target and the wrong drug at the wrong stage of the disease. Intervention prior to dementia, particularly prior to the stage of widespread, irreversible cell loss, neuronal loss, I think will allow us to really have a better chance at changing the clinical course. Unfortunately, I think we could suck all of the amyloid out of the brain, but if we don’t have any functional neurons in key networks that we’re talking about, it is unlikely we will fully rescue memory function. 
Importantly, going earlier also has an economic impact. If we could just delay dementia by 5 years, we’d reduce the Medicaid cost by nearly 50 percent related to this. So even if we have a successful drug at the stage of dementia, it’s more cost-effective to treat earlier in terms of public health. And importantly, because when I look at my colleagues who’ve had such success in cancer, in cardiovascular disease, stroke, diabetes, osteoporosis, HIV, they’ve done this primarily by going toward a prevention strategy. There are very few drugs—I heard in HIV now in reversing dementia—but very few other drugs that actually work at the systematic stage. Except perhaps Viagra. [Laughter] 
We’ve pushed the NIA and the Alzheimer’s Association pushed for a hypothetical model of the AD pathophysiologic cascade. Of course, this model is over simplified, and already it’s quite complex. We do not understand whether Aβ in fact causes downstream neurodegeneration. But it perhaps sets the stage. We already recognize that there are many factors that change the likelihood of moving from the earliest upstream markers of Aβ accumulation through these measures of neurodegeneration starting with synaptic dysfunction and neuronal loss, which eventually result in cognitive decline. Importantly, a lot of our work in this model is made possible by the ability to see in life, biomarkers. It is important to realize that these biomarkers are markers; they are not the underlying disease process. But this has allowed us to test some of these hypotheses in the living brain. And I agree that one of them that has really helped us is amyloid imaging. This is not to say anything negative about CSF, because I think that has been a tremendous advance as well, and has been going on longer in longitudinal studies. 
This is some data from the Harvard Aging Brain Study. I want to reassure Stephen Friend that this is different from the Harvard Brain Bank, and these data are available for you if you’d like them. In our studies, as in many studies that I will show you, the first thing we recognized as we started to recruit our normal controls was about 30 percent of them had evidence of amyloid accumulation up in the range that we already saw in AD dementia and in the MCI amyloid-positive individuals. Furthermore, this amyloid accumulation was already occurring in the same areas of the brain, and networks I’ll come back to, that we saw at the stage of Alzheimer’s disease dementia. 
One thing that has given me heart is the remarkable consistency. These are the results. These are  data from AIBL, the Mayo Clinic, and Wash U. All of these are large-scale cohort studies. They’ve all suggested that 30 to 35 percent of individuals over the age of 65 or 70 harbor amyloid pathology on PiB-PET imaging. And this is identical to the ADNI results in spinal fluid for Aβ.

Paul already showed you this slide. I will just walk you through it in more detail, and take you back to Ken Langa’s talk earlier. Here is the prevalence of Alzheimer’s disease clinically. You can see this is nearly an exponential curve. So that 1 in 10 individuals is thought to have AD dementia over the age of 65, and 1 in 3 or 1 in 2 by the age of 85 or 90 years old. We have known for a long time that the presence of amyloid plaques on autopsy, in fact, also has an exponential curve in healthy controls. Here, it is shown in the color green. Here are results from PET-amyloid imaging studies, again mapping exactly on to these autopsy cohorts. 

Now of course, we don’t yet know whether these people in these blue dots, in fact, will all progress, if they live long enough, over towards the symptomatic stages of Alzheimer’s disease. But as Paul mentioned, these models suggest that it’s about 15 years between the time individuals start to show evidence of amyloid accumulation and may develop dementia. For me, this is truly a glass half-full. Because it’s 15 years that we have to potentially intervene and prevent those people who are going to move towards Alzheimer’s disease dementia before they get symptoms. 
I don’t have time to go through all of the data to show you the relationship between amyloid and some of these other markers, but I was thrilled today to see the talks in the preclinical group about network models and networks. One of the interesting things that has come out of studying these amyloid-positive normals is that we continually see evidence of dysfunction and structural change in a very specific network that overlays, to some degree, where amyloid is accumulating early in the brain. We can see these changes that look like Alzheimer’s disease dementia in people who don’t yet have any symptoms. Which means we can have other markers to look for evidence of synaptic dysfunction and neurodegeneration without having to wait for symptoms. And again we see this on functional MRI, FDG-PET, and volumetric MRI. It allows us to see for the first time to  at a systems level what our colleagues in the laboratory have been able to see in long-term potentiation and in microscopic denditric spine analyses. Now, we can actually see this at a network level in humans. 
Based on these data, we put together a framework to suggest that we might be able to stage preclinical Alzheimer’s disease. Staring with asymptomatic amyloidosis, moving to amyloidosis plus evidence of neurodegeneration, and finally stage 3 amyloidosis, neurodegeneration, and evidence of very subtle cognitive change, which we now know precedes MCI by several years. And of course, these individuals, who are in stage 3, are more likely to move towards MCI and AD dementia. 
It’s too early to say whether these stages will be useful, but there are accumulating data from large-scale cohorts that suggest that in fact, individuals who have amyloid are more likely to decline than those who don’t. Those who have amyloid plus tau, or volumetric atrophy are more likely to decline, and of course those who already have some subtle decline are likely to move forward.

I have listed some of the articles that are already showing this evidence that this may be useful. But this brings us to the horns of a dilemma, which is, ideally we’d like to go as early as possible. But the earlier we go, the harder it will be to detect change, and to detect a therapeutic effect, particularly on a cognitive or a clinical measure. So, it’s relatively easy to track change at the stage of moderate dementia. Even harder still at mild dementia or prodromal Alzheimer’s disease. When we get back to the preclinical stages, this is going to be quite difficult. 
Now, we may be able to use these staging criteria, markers of neurodegeneration to help us select individuals who are more likely to decline on the basis of having some subtle change. But I am worried that even this will be too late to intervene with only anti-Aβ monotherapy. It may be that once the train leaves the station of neurodegeneration it may be very hard to halt it. So one of the things we need to do in the field is to better define whether there really is a critical window for therapeutic intervention with specific targets. And this is not just true for Aβ, but also for tau, and other targets, to understand when they would work best. 
To this aim, and thanks to Dr. van der Graaf, who already introduced this article, Cliff Jack and Paul Aisen, and I have been trying to work on ways that we might think about this as targeting the appropriate stage of AD with each of these therapies. Let me begin with thinking about what I’ll call late-stage or tertiary prevention or treatment, at the stage of clear, late-stage, mild cognitive impairment or dementia. And here we’re really trying to delay the progression of symptoms or even delay the onset of dementia. But people already have significant cell loss and evidence of impairment. These are those data that Paul mentioned to you when he showed you those scans. 
There are two phase II studies in which we have seen evidence of being able to lower Aβ in patients who already have Alzheimer’s disease dementia. Unfortunately, these phase II trials did not show evidence of clinical benefit. Now they are very small trials, so I think that may be too small to conclude, but suggest again that we may need to go earlier with these types of changes. 
I am a clinical neurologist, and it is heartbreaking to see patients who are diagnosed with dementia already and have to say to them that many of the therapies we’re trying might be too late. So I think we can’t abandon them and we have look for other mechanisms that might be more helpful at later stages of the disease, such as neuroprotection, or synaptogenesis. And for this, I think we really do need better translational approaches, moving from animal models and also translation with better markers at the stage of symptomatic AD that will give us a rapid readout. 
I’m most excited right now about secondary prevention, this idea that individuals already have the disease process beginning in their brain, but that we might delay or at least slow the emergence of the clinical syndrome. Here I hope we will get a signal from one of the phase III trials that you have heard about. But even if they do not meet their clinical endpoints, we should move forward as long as we have evidence of target engagement on biomarkers. There are multiple secondary prevention trials that are already in late planning stages, DIAN, the Alzheimer’s Prevention Initiative, and the A-4 trial, which I’ll briefly describe. This is an anti-amyloid treatment in asymptomatic Alzheimer’s disease. 
We have put forth this grant proposal as part of the ADCS renewal. We will look for older individuals greater than age 70 who are amyloid-positive on amyloid imaging. We need 1000 of these individuals to be able to be well-powered to see these effects. We will treat them with a biologically active anti-amyloid compound. At the moment, it’s likely to be an immunotherapeutic agent. And we’ll test the hypothesis that by altering upstream amyloid accumulation, we can impact the downstream neurodegeneration and the rate of cognitive decline. I said we’d need 1000 because the primary outcome of this trial will be rate of change on a composite cognitive measure, and you need 1000 individuals to see that. We will look at all these other biomarkers, but given the biomarkers going up and down and all of these different directions, the only one I am pretty sure about is having your memory get better is a good thing and having it get worse is a bad thing. 
I want to have a slide here about amyloid-o-centricity. I grew up in amyloid-land up in Boston. I think we need to stop arguing about whether it’s amyloid or tau. Both are necessary. And I think that we have to be very humble that there are likely multiple X-factors that we haven’t even discovered yet that may drive the disease at different stages. But the success of these secondary prevention trials does not require that amyloid is the cause of Alzheimer’s disease. Merely that it’s a critical factor at an early enough stage of the disease that we can intervene. 

And here I’ll go back to what Dr. Collins mentioned, the cholesterol analogy. So many people have high cholesterol and never get heart attacks, many people get heart attacks and don’t have high cholesterol. But lowering cholesterol at a population level has had a 25 percent reduction in cardiac morbidity and mortality. And my cardiology friends are bemoaning the fact that they’ve only changed 25 percent. Just imagine if we could change AD dementia or the symptomatic stages by 25 percent with this type of intervention. We can go after the other 75 percent as well. 

We need to move towards being able to do combined therapy trials—two-by-two factorials. It would be ideal to use both an Aβ and a tau in these secondary prevention trials. So those of you in Session One and Session Two, please send us tau and neuroprotective agents to use with our Aβ agents. It is not that we are amyloid-o-centric, it’s that that’s what we have to test right now in the clinic. 
Ultimately, we want to move to primary prevention of course, and I think that unless we use leveraged populations, these are going to be very long and very difficult studies, and we may have to do them in stages, first with biomarker outcomes that hopefully we will have learned about in the secondary prevention studies and then follow up with longer sensitive clinical measures. Ideally we’ll have something great, we can put it in the drinking water for everybody over the age of 30, but until we have that, we have to think about vaccines that are maybe less specific going after multiple misfolded proteins. We need to better understand the emergence of these biomarkers in these populations, not just the Aβ, but multiple biomarkers, so I agree, we need to start these studies in middle age now. 
In summary, I want to say that the pathophysiologic process of AD begins more than a decade before dementia, and what a terrific opportunity to intervene. But we have to more appropriately match the target mechanism of action to the stage of the disease that we are looking after, at least based on our limited understanding of the biology at this point. It will be important still to go after these other mechanisms such as metabolism and synaptogenesis that may work across the stages of the disease, but with anti-Aβ monotherapy, we will have to start earlier to increase the chances of success. 
Here are my concrete recommendations: We need to start these secondary prevention trials now, multiple trials in genetic and agent risk groups. We should start laying the groundwork for these primary prevention trials right away. We need to outreach to much more diverse populations across ethnicity and education, build large registries so we can go after a much more generalizable population. We need to develop sensitive cognitive and theragnostic markers so that we can track decline from normal to just subtly abnormal. Absolutely I think we need a centralized national IRB so that we can do this in the most efficient way possible. And importantly, because we really need to gain as much knowledge from all of these trials, we should require up front, by the consent and the agreements with our industry partners, that all of the data from these prevention initiatives eventually go in the public domain. Thank you very much. 
And it’s now my great pleasure to introduce Rusty Katz, who I’ve told him before, but he really restores my faith in Government with his help in all of these prevention efforts.

Russell Katz, M.D. (U.S. Food and Drug Administration):

Thanks, Reisa. We’ll see if you still feel that way at the end of these15 minutes. [Laughter] The organizers asked me to give some regulatory thoughts on four issues, one was the study of patients who are presymptomatic, a comment or two on the use of combination therapies, biomarkers, of course, and our view of data generated outside the United States. 
So I will give one or two thoughts on each of those topics. As I go as a last formal speaker of the day, I think most of those topics have been covered, and I do not think I have anything particularly novel to say about any of them except for the final topic on foreign data. Because I don’t think anyone has actually spoken about that. 
I do want to just address one thing that Paul Aisen has said about me. I hate to be quoted accurately, but he did. With regard to the question of prevention and how I do not like that word. That is true, at least in this context. I think that is a very difficult methodological nut to crack. Primarily because these folks are at risk for getting Alzheimer’s disease for the rest of their lives, and it’s difficult to imagine how we could really say that we have prevented something when we don’t know how long to assess. One could adopt a convention as to prevention or cure. In cancer they talk about a 5-year cure rate. That is a convention, it certainly does not necessarily establish cure. But beyond that, I will say that the issue of prevention and a claim for it is largely not terribly relevant from a regulatory point of view. A drug that would delay the onset of symptoms, delay the time to some event, would be very welcome even though it might not be labeled as preventing anything. We can certainly talk more about that in the question session. 
I was asked to talk about some regulatory issues related to studying presymptomatic patients. 
You have heard all of this today, but I think one of the large issues is how do we identify these people, we just heard a talk from Reisa and others about how we might be able to do that. There are two types of presymptomatic patients: those who are at risk for developing Alzheimer’s , but may never develop Alzheimer’s, and those who will become symptomatic with certainty. Primarily the autosomal dominant patients. I don’t think it is problematic to be able to identify those patients, they can be identified with ease, more or less at birth. I will not talk about issues related to those patients. 
A big issue in asymptomatic patients, or presymptomatic patients is how do we tell whether the drug had any effect at all, and how long should trials be. I’m not really going to speak much about how long the trials should be—they need to be long enough to see an effect, but of course it depends upon how we’re assessing that effect, but I probably won’t say much about that. 
So, what about identifying patients for trials who are presymptomatic. For those who are at increased risk, we want to develop criteria that markedly enrich the population. You want to make sure you are treating the patients who will actually go on to have Alzheimer’s. In patients with elevated cholesterol, many of them do not go on, but yet once it’s noticed that their cholesterol is elevated, they do get treated. You can imagine that using multiple criteria to identify who are going to go on to actually become symptomatic and develop the disease might help. Whether it is imaging or CSF markers, or electrical studies, the more criteria to identify these people, the better the diagnostic certainty, presumably. But from a regulatory perspective, there is no required degree of capture. That is to say, if we could identify 60 percent of patients with our tests who go on, that might be sufficient, depending upon the treatment applied. 
To continue with those folks who are just at increased risk, but won’t with certainty develop Alzheimer’s, the less specific diagnostic criteria are, the greater the effect of the treatment will need to be. From a statistical point of view, to be able to show an effect, you’ll have more noise if you enroll people who cannot possibly respond to the treatment because they will not get the disease, but also one could imagine that you would need to have a greater effect in a less well-specified path of population to justify approval. That is to say, that if we’re going to treat folks, and 50 percent of them will go on to get the disease, we might have a different risk/benefit consideration than if we’ve identified a population in which 90 percent will go on to get the disease. 
We can use the cholesterol analogy. There’s a view that if we are going to be treating any proportion of the population that is normal, that is never going to have Alzheimer’s, the treatment would have to be as benign as water, with no risk. That isn’t true. Of course, we have not found ourselves in this situation, yet, unfortunately. 
But certainly, if we had a drug that was very useful against Alzheimer’s, or in slowing the rate of progression or the disease process, I think it is fair to say that even though we might not be able to identify those patients with 100 percent certainty, we would be willing to accept a fair amount of risk. Whatever that means. That would need to be determined. It would depend on how effective a drug was and that sort of thing. But certainly, we understand that we would be treating in a case like this a number of people who will never be susceptible to an effect of the drug, but we would be willing to do that for an effect on the progression of Alzheimer’s disease, at least in a significant proportion of patients.
What outcomes? We have heard a fair amount about outcomes to measure. In folks with manifest Alzheimer’s disease, we require an effect on the cognitive measure, that is the course symptoms of the disease, and a global measure, that can be any one of a number of measures, activities of daily living, that sort of thing, but the idea of the global to ensure the effect on cognitive function is clinically meaningful.
Currently, approvals have all relied on clinical findings, and we think that’s true for the near future as well, with any other treatments, even in presymptomatic patients. But of course we recognize that a global measure or measure of activities of daily living might be very difficult to assess, particularly in the earliest presymptomatic patients. We know it would be difficult, if not impossible, to measure function in those patients, but we have to measure something, and at the moment, I think we would have to measure something clinical. Paul Aisen talked about the SoB, which contains both global assessments as well as cognitive, or maybe just a cognitive measure by itself. Some of these patients have documentable, subtle cognitive measures on testing. And it might be the case that just an effect on a cognitive measure, which may be the only thing we can assess in these patients, might be adequate. We haven’t crossed that line yet, but we certainly are moving in that direction. Time to manifest Alzheimer’s disease—I know that Paul doesn’t like that—but the one potential value it has over just the cognitive measure, for example, is that at least we think that that is some clinically meaningful endpoint, delaying the time to diagnosis of manifest Alzheimer’s disease seems like it’s on its face a reasonable endpoint, an endpoint that is clinically meaningful. Whereas, if we have a small change just on a cognitive measure or maybe even just on a CDR sum of boxes, we may not be sure that that is clinically meaningful. So, there is merit. I take Paul’s point about how the disease progresses and how we should think about it, and looking at a cognitive measure only or sum of boxes only, we still have to grapple with the question under those circumstances as to whether or not the change on that measure was clinically meaningful, given that we are not measuring a true global. So that is something that we have to think about. 
From my point of view, one of the primary overarching things I have heard today is the need for consent for collaboration, so-called precompetitive collaboration, ADNI is an example of collaboration, so I think that is a great thing. I think it also has the potential to be very useful in the study of combination therapies. We have a guideline that says if you’re going to put two drugs together, each drug has to have been shown to contribute to the effect of the combination. That’s a rule and usually that is achieved by so-called factorial designs [Indiscernible] of either of the components. And the combination has to beat either of the components on some measure.
There may be other ways to demonstrate the contribution of the individual components, maybe because the mechanism of action is so well known of each drug individually that we could assume that they are contributing in different ways. Or maybe there is some basic animal data or animal model, that will allow us to contribute, but the factorial design is the best empirical way to go. But there may be other ways to do it, and I think in the spirit of collaboration, when we’re talking about studying combinations very early, two investigational drugs that are not on the market, the collaboration of companies or academics at that level would be crucial. As many people have pointed out, this is a situation given the multiple pathobiologic pathways in Alzheimer’s disease. This is a situation that fairly screams out for combination therapies, at least at some point. And there is an agency guidance about developing two investigational therapies together and some of the routine clinical animal toxicology studies that might ordinarily be required for each individually can be truncated. So there are ways to do it.
Biomarkers: there are obvious uses to enrich populations for trials and measure the drug effect. The agency has a specific program to qualify potential biomarkers for a specific use like enriching trial populations. There’s been some discussion about that already internally. One of the issues that’s arisen there is that it might be useful to introduce quantitative estimates about how much the population is enriched by the application of the individual biomarker because sponsors want to be able to use these sort of enrichment maneuvers to calculate the sample size, have a smaller sample size. So some quantitation might be useful. We’ve even encouraged sponsors to use biomarkers in association with patients who have so-called MCI, though we, Reisa, and others talked about those criteria for diagnosing early Alzheimer’s disease, which use biomarkers. Those technically have not been accepted yet widely, but we encourage sponsors to use those enriched populations. As far as biomarkers, or surrogate markers, as outcome measures, we can approve drugs based on an effect on what I call an unvalidated surrogate, that is to say, a surrogate that we don’t really know predicts the clinical benefit, but we believe is, as the law requires, reasonably likely to predict clinical benefit. I call that an unvalidated surrogate as opposed to a validated surrogate, when we know an effect on it is reflected in the clinical outcome. We don’t have such an unvalidated marker yet. 
But we have told sponsors that we would consider for approval, an application that came in with a clinical outcome and a biomarker outcome, which would provide the internal validation of that biomarker as a package that might support a disease modification claim. No promises as to what we would do, but we would review it. 
And “reasonably likely” is in the eye of the beholder. It’s really a judgment. There are no rules about what it means to say that an effect on a biomarker is reasonably likely to predict a clinical benefit. If we were considering approval based on an effect just on that unvalidated biomarker, not a clinical outcome, we would need to have a much better understanding of the pathobiology of Alzheimer’s disease. We have said that we might rely in presymptomatic patients solely on a biomarker if it was shown in another study to correlate with a clinical finding in some other manifestation of Alzheimer’s disease, like MCI. So we’re open to that possibility. I don’t think we have any of those data yet.

Finally, this is my last slide. This has to do with regulatory issues associated with trials conducted in a foreign country. You may know that if you want to study a drug that’s already approved for one indication for a new indication, that is exempt from the IND regulations. We won’t accept an IND for that study unless the intention is to change the label or gain a new indication with that new study, in which case, the study is not exempt and must be done under an IND. On the other hand, having said that, there are numerous examples where we have accepted as definitive phase III data studies that were not done under an IND. Even studies that were reported in the literature, if a sponsor can obtain the original data and protocol for that study described in the literature. So there are certainly examples where we have done that. 
We do get nervous if we see studies that were done primarily or only in locations that we have very little experience with. A study was done in Russia that was extraordinarily positive, something we had never seen before, and we asked for the study to be repeated in the United States, at least in part, immediately. And that study was negative, but had it been true, that would have been an extraordinary outcome.
We have other examples of studies that were done abroad and domestically, and the results varied wildly, studies which were positive outside of the United States and all of the U.S. studies were negative. So we do have to be concerned whether the conditions of study outside the U.S. in a particular case were significantly different from the conditions that exist here, different concomitant medications, different diagnostic capabilities, different clinical practice, but as a general matter, if we find that those discrepancies don’t exist or are trivial, we can and have and will accept foreign data, at least in one study without any U.S. centers. 
Reisa Sperling:

We are going to start with our discussants and I will remind you all that you have 5 minutes max and we will start with David Bennett. 
David Bennett, M.D. (Rush University) 

I would like to thank everybody, but apparently I do not have time. [Laughter] So we’ll launch right into this.

I have a couple of further comments, recommendations. Some of these are obvious. One is, in terms of who and when to treat, it really depends on the kind of intervention that is available. So we have some high-cost interventions with significant morbidity, and those will require symptomatic patients. And we can argue about how symptomatic they need to be, but they need to be symptomatic. We are working toward validating biomarkers, and that will allow us in the future to do some asymptomatic, perhaps high-risk patients, and that future is not very far in the future. For a public health problem of this magnitude, what we’d really like to work towards is some lifestyle recommendations with safe, low-cost interventions that could be recommended for many elderly, since all old people are at risk for this disease. We are not as far away from that as we think. One reason is that a randomized controlled trial is not always the gold standard. Paul, you cannot always blame the epidemiologists for some trials that maybe should not have occurred in the first place. 

You really need to look at the epi data very careful. There are some things that have very small effect sizes that accumulate over many years, and those are simply beyond the resolving power of a clinical trial. And the classic example is smoking, even if it was ethical and you had the money, you would not prove that in an RCT. Sometimes the weight of the evidence from observational data just has to be sufficient. And I’m just going to give a couple of examples. Water filtration in the middle of the 1800s, wastewater treatment in the late 1800s, compulsory education in the early part of the 20th century, and the anti-smoking campaign of the mid- to late-20th century that continues today. All of these things continue today and have had remarkable benefits for public health among all people in the United States and elsewhere. 
When it comes to designing a trial, we need to beware of overconfidence. We just don’t seem to be very good at guessing who should be in a trial. So whenever possible, and for high-cost, high-risk studies, this really is impossible, but whenever possible, we should think about conducting studies in parallel, rather than in series, including all potential responders. Although you might have unequal arms. 
So I think we need to do the thought experiment: What will we do next if the trial is positive? If we do a trial with E4 carriers, and it is positive, will we still do the E4 noncarriers next? If we do a trial in E4 carriers and it’s negative, might we still do the noncarriers next? Let’s think it through because you can build those things into the initial trial and save a lot of time and money. 
When it comes to the outcome, cognitive decline is really the outcome to measure. All risk factors associated with AD risk are associated with cognitive decline. It is the clinical hallmark of the disease. If your factor associated with AD risk isn’t associated with decline, you need to be looking for some type of bias or some other risk factor. It’s not a risk factor for Alzheimer’s disease. Cognitive decline has more power, it’s a continuous measure, it is measured with greater reliability, it has less bias, there’s less missing data, and in an era where we are trying to save some money, it is highly cost-efficient. It’s far less costly than a syndromic outcome. 
There are many more potential therapeutic targets out there. And we really need to think about what’s happening. Most people with Alzheimer’s disease are old people. When you think about the projections of the number of people with Alzheimer’s disease in the future, it is people over the age of 85. So that is Alzheimer’s disease changes accumulating in the brain of an old person that almost assuredly has some comorbidities. And brains do not want to be demented. So the brain is doing everything it possibly can to stave off dementia. So depending on the kind of reserve and resilience you have, there’s a whole number of other factors that are going on. And we need to think about how to develop animal models that really reflect what is happening in the brain milieu into which Alzheimer’s disease is accumulating. 
I am just going to show a little bit of data on comorbidities. This is a summary measure of Alzheimer’s disease pathology. As you go to the right, you get more pathology, and as you go up here, you have the probability of dementia increasing. And then I helped you with a little green line at one unit of Alzheimer’s pathology. If you only have Alzheimer’s disease in your brain, your probability of dementia is 40 percent, but if you add macroscopic infarcts, microscopic infarcts, and Lewy bodies, you are up to almost 90 percent odds of the likelihood of dementia, all with the same amount of Alzheimer’s disease pathology. Most people with Alzheimer’s disease over the age of 85 actually have more than one pathology in the brain. And so we need to be thinking about how we are going to affect the trajectory of Alzheimer’s disease changes in the milieu of all these other pathologies. 
On the flipside, over here on the left, the same unit of Alzheimer’s pathology, this is a measure of complexin, which is a presynaptic protein. What we see here is the probability of dementia is about .5 to .6 in people at the 10th percentile of synapsis, and it goes down to under .2 in people with the 90th percentile of synaptic proteins. And so in fact, how much synaptic proteins that Alzheimer’s disease is accumulating is also going to affect the likelihood of dementia. 
Ultimately to identify these targets we will need systems biology approach. Where we move from genomic and lifestyle and other risk factor data through epigenomic expression, proteomic, metabolomic, neuropath, and imaging straights, quantitative traits and ultimately to the syndromic data. If we can put all these things together, these data sets can be mined. In terms of who I would do it on, I would do it on population studies. We have invested hundreds of millions of dollars in the development of many community-based population studies and I would just make the analogy when you do this in community studies, it is the equivalent to -omics, it’s hypothesis free. You do not have to pre-specify the subpopulation that you’re looking for. You can mine the data and find it. Thank you very much. 
Eric Reiman, M.D. (Banner Alzheimer Institute):

Thank you for the opportunity to share some thoughts over the next 300 seconds. Consider the possibility that a treatment to postpone the onset or reduce the risk of Alzheimer’s symptoms already exists, but that we lack the sense of urgency, the strategic plan, the scientific means or the financial incentives to find out which of these treatments work without losing a generation. It currently takes too many healthy volunteers and too many years, longer than the life of a drug company’s patent, to evaluate pre-symptomatic treatments using traditional clinical endpoints. Now is the time to launch a new era in Alzheimer’s prevention research. We need to establish the biomarker and sensitive cognitive endpoints, the accelerated approval pathway, and the enrollment resources needed to rapidly evaluate the range of promising pre-symptomatic treatments so we can find ones that work as quickly as possible. As you’ve heard, regulatory agencies are unlikely to approve treatments based solely on biomarker endpoints, until we can show in therapeutic trials themselves that a treatment’s biomarker effects are reasonably likely to predict a clinical outcome. So now is the time to embark on the next stage of biomarker development, to embed the range of promising biomarkers and therapeutic trials for that very purpose. Let’s give drug companies financial support to do so, and let them to publicly release their data and biological samples, including their own drug, to the research community as soon as possible after the trial is completed. 
And while we’re at it, let’s develop unusually large prevention registries to support the enrollment of interested research participants in these otherwise hard-to-do prevention trials. 
While I’m delighted to see such strong interest in the pre-symptomatic stages of Alzheimer’s disease, we must never give up on our clinically affected patients. In my opinion, the current standard of care for patients and family caregivers is unacceptable. Now is the time to establish a more comprehensive and coordinated model of care that more fully addresses both the medical and nonmedical needs of our patients and families and helps them throughout the course of the illness. Give us a chance to know that it benefits patients and families, but that it can actually reduce costs, including costs associated with unnecessary and commonly counterproductive hospitalizations. And as the health care reimbursement system moves from the prevailing fee-for-service model to a capitated accountable care organization model, that plays to our strengths. And we have an unprecedented opportunity to do just that. In addition, as you’ve heard others suggest, while amyloid-modifying treatments may turn out to be too little too late to have their most profound effect in symptomatic patients when used in isolation, they may have a greater impact if used in conjunction with treatments that target downstream elements of the postulated pathogenic cascade.

So now’s the time to prepare for the evaluation of combination therapies that target both earlier and later elements of the postulated cascade, even as our understanding of that cascade evolves, we need to begin to characterize and compare the effects of individual and combination therapies and relevant animal models, and begin to do so in symptomatic patients using factorial and emerging adaptive clinical trial designs. 
Genetic risk factors have several roles to play in drug development. They can be used to investigate differential treatment effects, and help to reduce attrition in drug development. They can also be used to help clarify the pre-symptomatic stages of Alzheimer’s and set the stage to help launch this new era in Alzheimer’s prevention research. 
We and others have proposed pre-symptomatic Alzheimer’s disease trials in cognitively normal individuals at increased genetic risk for Alzheimer’s disease using biomarker and sensitive cognitive endpoints. We think these, and the studies you have heard using other enrichment strategies, have complementary and converging roles to play. It’s not one versus the other. And we need to get started now. We’re excited about the opportunity to get started, and we are keenly aware of the need to get it right. When it comes to this scientific fight against Alzheimer’s disease, I believe that we are all in it together. And I’m not talking about this general, feel-good, Kumbaya  experience. 
We need to find new, strategically-driven ways to work together so that we can address our common respective interests in the most effective way. I’m often asked what it takes to bring people together from different organizations with diverse and sometimes competing interests in support of a common goal. To me, the best driver of collaboration is a heightened sense of scientific desperation. But it also takes a path forward, the chance to address each other’s goals in a more effective way working together than we can on our own, and the chance to do something special. It also takes champions at the highest leadership level to do something different, to do something with self-confidence and a generosity of spirit that is needed. This is a momentous time for the field, and I believe that it is this time that we, inside and outside the research community need to come together and seize the moment. We have a chance to make transformational difference in the treatment and prevention of this disease, there is no guarantee we will be successful, but if we don’t, there is no chance that we’ll get right. Thanks. 
Jennifer Manly, Ph.D. (Columbia University): 
Thank you. We’ve been asked in this session to answer the question who to treat, and we have also earlier in the day been told to identify upstream cognitive agents. We must be able to identify people at the highest risk of the disease. I want to remind everybody of some research of Richard Mayeux’s group showing that all age ranges of African Americans and Hispanics are at higher risk for developing incident Alzheimer’s disease. This study has been replicated in other cohorts, and we know that these groups are at higher risk for developing the disease. Also people with few years of education and low socioeconomic status are at higher risk for developing new Alzheimer’s disease and new cognitive impairment. 
So when you’re looking to enrich the population of people enrolled in clinical trials and people who are at higher risk, you should include these populations, in fact, you should oversample these populations with respect to the population of the United States in order to test hypotheses related to ethnicity and education, and to compare groups. We have heard a lot about ADNI today. It’s a wonderful study, an example of many great things, but one thing that was a challenge in ADNI was to recruit ethnic minorities. Only 3 percent of the original ADNI cohort was Hispanic, 5 percent were African-American, and 2 percent were Asian and only 20 percent had a high school degree and below, and this does not reflect the group of people in the United States who are at highest risk of developing MCI and Alzheimer’s disease, and leaves a lot of critical questions about the progression of biomarkers in the community unanswered.
Education is a complex, but critically important variable. We have to take into account the setting and the quality of education in addition to the number of years of school, especially when you have ethnically diverse groups. But in order to do this, you can’t have exclusion criteria that inadvertently exclude minorities and people with few years of school. And I’m here with a really hopeful message, which is that it can be done. Recruitment of ethnic minorities and people with few years of education can be done. We recruited over 1800 African Americans across the United States to participate in a study of genetic risk factors of Alzheimer’s disease, and this study included imaging. People were very excited to be included in the study and their DNA is at NCRAD. 
You need to include the community in the questions to be asked from the beginning, include the  community in ideas for recruitment. You have to be willing to alter your recruitment methods based on what the community tells you. And this is critical and maybe sometimes overlooked, you need to explain what the study is about in language that people can understand, and then ask them to participate. I think minority recruitment is often something that is considered too late. We need to involve questions about this earlier on in the design of the study. We have an opportunity to do this as we move into studies of people with preclinical Alzheimer’s disease, because we are moving out of the clinic and into the community to explain to people who do not have any symptoms that they may want to participate in the trial, and this is where most ethnic minorities and people with few years of education are. So we can do this at the same time. 
My second point is that neuropsychological tests are a critical biomarker that can be used not only in large population studies, Lenore, to track decline, but also they are able to detect presence of the disease and progression of the disease. This study is in press in PNAS by Jedynak and colleagues using ADNI data showing that the delayed recall on a word list learning task was the first biomarker to become dynamic with the progression of Alzheimer’s disease, followed by a group of imaging, plasma, and CSF biomarkers. So you can see that the screening measures, ADAS-Cog and so on are dynamic leaders on the disease, but you need a neuropsychological test of memory in order to capture some of this variability early on in the disease. We have known for some time that up to 22 years before the onset of the disease—this was in Framingham—there are significant changes in delayed recall and abstract reasoning. So we need to keep in mind that neuropsychological tests, not screening measures, are the way to go. 
My third point is about modifiable risk factors, and this goes into when to treat. We know from Barnes and Yaffe—this is a study that Ken Langa mentioned earlier today—that the population attributable risk associated with multiple modifiable risk factors, including low education and physical activity, is significantly higher than that of nonmodifiable risk factors such as possession of an ApoE4 allele. This work really points to the possibility that early life intervention, such as education, or midlife interventions, exercise, controlling hypertension and obesity, may prevent the largest number of Alzheimer’s disease cases not just in this country but in the world. We also know that the compounds and biologics industry may not support this type of research readily, and so even though we want these industry partners in our research, I think that the Federal investment should prioritize behavioral approaches during early and midlife. 
Finally, this figure is from Adam Brickman’s group at Columbia using ADNI data, and all of these people in this graph are amyloid-positive via ADNI. And in the dark circle group are normal controls, and the light circle group are people with Alzheimer’s disease. The measure that best discriminates whether people have symptoms or not is their burden of white-matter hyper-intensities using structural imaging. I want to recommend that we use structural measures of cerebrovascular disease to better clarify and classify the outcomes of people in our studies. Thanks.
Nick Fox, MD, (University College London):

I would like to thank the organizers. I am grateful. I will speak to the window for early intervention. It is very heartening that we are talking about this whole area, but I want to lay out some of the issues. The point I am going to try to convince you of is that a better understanding of exactly where people are on the trajectory may be very important for a number of reasons. Firstly, it may be key to optimizing power, but secondly to managing risk/benefit. We need a level of certainty that individuals will develop disease and when. There a number of things that are fairly self-evident. Early intervention means that there is less irreversible loss that has already taken place. That’s not really in doubt. 
In many ways, many of us would like to be treated earlier in the disease. Those two can somewhat be given. But there is a balancing act that I would like you to consider. If you go too early then individuals may have unnecessary risk exposure. They might be better off waiting for a later or  better treatment. And that risk exposure may not just be to the side effect of the therapy, but if you imagine somebody who needs to be told that they have positive amyloid imaging or that they have a pathogenic genetic mutation as a feature of going into a trial, there is a psychological risk that they encounter as well. 
The second issue I want to talk about is the variability in time to onset increases heterogeneity. There may be a 15-year window when you are amyloid positive, but pre-symptomatic. It might be longer than that.  
Just look at this graph here. This is real noisy data, this is a single individual, and this is the brain volume going down. This arrow is roughly when they became symptomatic. This is a prospective trial, really looking for the earliest changes. The point I want to make is that within that 15-year window when people will be positive for a biomarker of pathology, they are in a very different place in terms of that trajectory. So their time to getting symptoms is very variable, whether they’re 1 year to 15 years, but the biomarker readouts may be very different. The outcome that you will be looking for will have a lot of heterogeneity, and that variability drives up sample sizes and reduces your chance of being able to show an effect. Now, not all outcome measures will have that. If you combine markers of pathology with markers of proximity, you may be able to say that somebody is within a particular window. Maybe within 5 years of symptom onset. That may or may not be where you want to target, but you will have greater power if you know where they are. 

There a number of things we need to do. First of all, we need to understand as best we can, with the biomarkers and data that we already have, where we are, so great homogeneity, more power.

We need to think about which readouts are not dependent upon what stage. We also need to think about trial designs that may be more combining biomarkers, but also think about using within-subject change to try to get around some of this between-subject heterogeneity. And so we need a lot of research in all of those areas. Am I positive about this step of moving earlier? Absolutely. So these caveats are not about this being a bad thing to do, it’s just: let’s get right. This individual’s data was published slightly more than 10 years ago, showing that there was a pre-symptomatic period that we could track. Let’s not wait another 10 years before we get trials that will be testing. That’s not to say that we don’t continue doing treatments in symptomatic people with disease modification, but this is an opportunity that we should not miss. But let’s think carefully about how we can do it best. Thank you.
Clifford Jack, M.D., Ph.D. (Mayo Clinic): 
I am going to focus on standardization of Alzheimer’s disease biomarkers. Lennart Mucke, earlier, emphasized the point of not jumping to premature standardization, but for those biomarkers at this point that are fairly well validated, they do need to be standardized. I think Dave Holtzman is going to describe some interesting new biomarker data later on, but the biomarkers that have been studied thoroughly enough at this point by many different groups to be considered well-validated fall into roughly two major classes, and those are biomarkers of amyloid and biomarkers of neuronal injury and neuronal degeneration. 
This graph illustrates our hypothetical model of the development and progression of biomarker abnormalities over the course of the disease in relation to each other and to the evolution of clinical symptoms. This is an adaptation of the biomarker model to illustrate operationalization of the new preclinical AD criteria published by Reisa last year. The vertical axis denotes movement of the different classes of biomarkers from normal to maximally abnormal, with the red illustrating amyloid biomarkers, the blue biomarkers of neuronal injury and degeneration, and purple subtle cognitive deficits. The horizontal axis denotes time and also illustrates the three recognized stages of the disease: preclinical, MCI, and dementia. The feature of this graph that I want to emphasize, though, is this horizontal line here denoting/labeled “cut points.” So every biomarker lies on a continuous scale from low to high. Like blood pressure, blood sugar, cholesterol, etc. And that horizontal line, in this context, denotes the value for every AD biomarker that separates normal from abnormal values. 
Patients whose measurement for a given AD biomarker lie above this line are in the abnormal range and below are in the normal range. Using this graphical representation you can easily see how staging of the preclinical AD is operationalized. So that the point where the horizontal line intersects the amyloid line denotes the beginning of stage 1, and the point where it intersects the blue line denotes the beginning of stage 2, and the point where it intersects the purple line denotes stage 3.
This horizontal line is an illustration of the principles underlying how AD biomarkers should be operationalized to diagnose and categorize patients just as biomarkers of other disorders are. For example, people with a fasting glucose between 100 and 125 milligrams per deciliter have pre-diabetes, greater than 125 have diabetes, and these values have specific, well-recognized treatment and diagnostic guidelines associated with them that are universally recognized. 
You might think that this is how markers work today in the field of Alzheimer’s disease, but that is not correct. So why is that? It’s because there are not universally recognized standards for measuring biomarkers, for relating those measurements to an appropriate normal population, for designating normal and abnormal ranges, and there is not universal recognition of what the clinical implications are for specific combinations of biomarker results for individual patients. 
So although biomarker research has been very successful at individual academic research centers, which is why we know so much about them, much additional research is needed to translate implementation of AD biomarkers generally. My recommendation: To realize this objective, funding is needed for research devoted to standardization and systematic validation of existing and new candidate AD biomarkers. Standards for processing brain images to extract the most meaningful measurements are needed. Normative values need to be established, cut points are needed for every biomarker that identify normal and abnormal ranges, and appropriate use of each biomarker at different stages of the disease must be worked out empirically. Thanks for your attention. 
Ronald Petersen, MD, PhD (Mayo Clinic):

I am just going to show one slide. I’m showing data which is uncharacteristic of me. I want to use this as a jumping off point to discuss the role of the source of subjects and the variability that they may contribute to what we conclude. Not that one source of subjects is better than another, not that one is right or wrong, but we have four groups here. We have the Alzheimer’s Disease Cooperative Study—all of these subjects had MCI by diagnosis, using basically the same criteria. So the ADCS trial, the placebo group from that clinical trial, ADNI, that we’ve talked about already today, 400 subjects there. UDS refers to the National Alzheimer’s Coordinating Center, so a compilation of Alzheimer’s Center data, and then the last column is our community-based data, which are random samples of individuals in our community. I want to point out a couple of the variabilities across here. One, the age is older in the community sample, education a bit lower, the CDR sum of boxes, so even though these subjects had the same clinical diagnosis, they were considerably less impaired than in some of the clinical trials. What we don’t have on here is the proportion of subjects who have a positive family history, much higher in the clinical trials than in the community-based and similarly with ApoE carrier. For example, in the ADNI study, it’s about 54 or 55 percent, in the Mayo study it’s in the high 30s. 

So again, it doesn’t mean right or wrong, but in addition to the demographic differences, there may in fact be biological differences because of the different features of some of these subjects. As Eric was indicating, I think we do need large registries in this country combining population-based subjects, a variety of other subjects, but certainly we need to characterize these individuals at an asymptomatic state, collecting as much biomarker data as we can. One possibility is we could try to learn as much as we can from combining current existing cohorts. There are a lot of asymptomatic subjects out there in a variety of venues that could be combined to give us information about how these subjects are performing and then combine their different characteristics. 
Neil asked me to say a couple of words about the new diagnostic criteria, and as we know, there is the dementia due to AD stage, the MCI due to AD, and the preclinical stage that Reisa talked about. At present only the clinical diagnostic stages of the dementia- and MCI-range are ready for prime time, the rest of it still needs to be validated and needs to be validated across a variety of centers to see which of these biomarkers, in fact, will add to the certainty that we are dealing with this clinical syndrome as being due to underlying Alzheimer’s disease. These data would imply that we need to look across the spectrum of studies because it may vary in how these biomarkers behave. It may very much be a factor of the source of the subjects that are enrolled in any given study.

And, as we also heard, there is likely to be heterogeneity. David just showed some neuropathology data with regard to heterogeneity. And what I think we need to develop is perhaps some RFAs for  actually developing imaging markers in the other modalities. I know John is doing a lot of work in this regard, with picking up tau imaging agents or other opportunities to characterize tau, synuclein, TDP-43, vascular disease. 
Because while we know a lot about amyloid, and it is no doubt an important player in the process, I think we know so much and we’re focusing so much on amyloid because the light shines more brightly there. That is, we know the genetics of it, we can measure it on imaging, we can measure it in the spinal fluid. That does not mean that these other factors are not equally important and may play out especially if the bulk of the disease is around age 80, they’re likely to be players from all of these different aspects. 
Another way to say that is that what we call the clinical syndrome of Alzheimer’s in a 65-year-old might be quite different from the same syndrome in an 85-year-old with respect to underlying pathophysiology, and I think we need to characterize that and tease it apart, because at the end of the day, it may very well be that we will need a cocktail of drugs to treat the different components of the disease. You have this much amyloidopathy, you have this much tauopathy, you have this much synucleinopathy, etc. And if you treat those, much like we do hypertension with diuretics, beta blockers, ace inhibitors, angiotensin receptor blockers, and the like. So you use a different combination of therapies for different mechanisms to treat the same syndrome. 
After doing the survey of the Alzheimer’s center directors and getting a lot of good feedback from them, a couple of them suggested that for this kind of issue, where we need to generate large registries of asymptomatic individuals, the mechanisms at NIH for reviewing and characterizing these populations may have to be reconsidered. It is very difficult to establish one of these registries and get it continuously funded on a 5-year basis. There may have to be some separate considerations for these specific purposes. If they’re felt to be worthwhile, you put out particular criteria for these types of exercises, but give them a longer half-life than the current grant periods.
So again, I think registries are very important, they’re necessary to validate the biomarkers, but to do them effectively we may have to rethink how we evaluate them at NIH. Thanks.
David Holtzman, M.D. (Washington University):

Thanks, Reisa. It’s a pleasure to be here. It has been incredible how much we have learned about the pre-symptomatic phase of Alzheimer’s disease over the last 25 years. If we are going to delay or prevent the disease, some of the lessons that we have been learning about Alzheimer’s disease and similar disorders should really be applied to many of the other neurodegenerative diseases where we really don’t have a good flavor for what is going on pre-symptomatically. And if we’re going to make an impact on other diseases like ALS, Huntington’s, etc., some of the same types of efforts that we’ve engaged in here will be necessary. 
Just a few comments: Alzheimer’s disease changes occur 10 to 15 years prior to memory loss and cognitive change. Some of this started to be unveiled in the late 1980s or so. But importantly in the 10 years subsequent to that, it was clearly shown that when people die at the MCI stage of Alzheimer’s disease, they already have loss of neurons in several locations of the brain that are at least approaching 50 percent. So I think that highlights why it is this is such an important area to work on, so that we can develop better treatments to delay disease. We can detect some of these changes now by biomarkers, and they are both diagnostic and prognostic.
You’ve probably seen data from European consortiums looking at people who already have the MCI phase of Alzheimer’s disease or other diseases where this marker in the CSF of the tau to Aβ42 ratio is predictive of conversion from mild changes to more severe changes. What I’m showing you here is some of the stronger data showing that this ratio of tau over Aβ42 is also very predictive of conversion from cognitive normality to MCI or very mild dementia. And this is from over 200 subjects who were followed at our ADRC over the last 10 years. So, for example, if this ratio was abnormal, by 4 years, over 80 percent of the people had converted to MCI or very mild dementia. So this probably corresponds to the phase that Cliff Jack and Reisa were talking about to the last 5 years of that 15-year window. Now, maybe there are better ways to do this other than obtaining spinal fluid, but right now, this is probably the best type of test we have to pick up that population that’s going to convert. 
There’s a lot we can do, though. We should continue to perfect and optimize biomarkers for pre-symptomatic protection and prognosis. This includes not only perfecting what’s currently promising, but using novel techniques and discovering novel markers. 
I’ll just give you a few examples. This could be amplified on in the next 5 to 10 years. One marker that was recently found by actually first by Jack [Laytonson? Lehdensen?] when he was looking for a marker that would be analogous to CBKNB for the brain. He actually looked in an unbiased way for what are the neuronal proteins that are most highly expressed in the brain, and then applied that to looking in CSF. And when we look at this marker in combination with Aβ42, it is even slightly more predictive of conversion from normality to MCI over 4 years. Like tau. There may be other biomarkers like this that mark evidence of neuronal degeneration that could be very useful. 
Some of the other things that need to be developed are: we need to find markers of other aspects of the pathology; we need to find markers for TDP-43, synuclein, other co-occurring pathologies. This could really define what is going on in the brain in individual people much better than we do now. 
Finally, in terms of discovery of biomarkers, I just show one example of a technique that Randy Bateman developed in my lab a few years ago called SILK. It highlights the fact that if you look at biomarkers in a dynamic fashion in individual people, you can get very precise data, not only in this example, where we’re measuring the synthesis and clearance of the amyloid beta peptide in humans over 36 hours, you could apply this or similar techniques to looking at a variety of proteins in unbiased ways to try to find additional markers of different aspects of pathology, including in pre-symptomatic phase. 
In terms of treatment trials that are being developed, I know there are some really attractive things being worked on in DIAN, API, and A4 in the near future. But I wonder whether we should be doing smaller scale, adaptive biomarker-based trials, even in the later-onset form of this disease and the preclinical population. What I mean by this is looking at how the target is engaged over the short-term in this population, and whether evidence of neurodegeneration is slowed in smaller groups of people, maybe 30, 40 people, as has been proposed in DIAN and API. So that we don’t go on to these really big trials, even in this population, until we have good evidence and good target engagement, and markers that we’re hitting, markers of neurodegeneration as well. 
John Trojanowski, M.D. (University of Pennsylvania): 
This has been a great conference, a lot of stuff we have all heard before, I know, but having it compressed into an 8-hour sprint, or marathon, has been very informative for putting it all in front of our eyes and in our brains to think about. So I am very grateful to Neil and others who organized this to bring us all together. 
I am usually the optimist in the room, sometimes the only optimist in the room, but when I think about whom to treat and when to treat, and what outcomes to measure, I am not sure if we know that, quite honestly. We have heard from a number of scientists over the course of the day that Alzheimer’s disease is complex. We even heard from a lawyer, a well-informed lawyer, Richard Berkman, that we should really be talking about dementia-associated diseases rather than branding Alzheimer’s disease as a disease that’s due to plaques and tangles only. This slide illustrates this. Alzheimer’s disease is a multiproteinopathy. Yes there are plaques and tangles. Those are the defining lesions. But we know from the studies of many people that 50 percent of Alzheimer’s patients have Lewy bodies, 50 percent have TDP-43 pathology. So how can we design a clinical trial when we don’t have biomarkers for synuclein and TDP-43, when we don’t have tau imaging biomarkers? We have good CSF tau and Aβ biomarkers and amyloid imaging biomarkers, but we’re missing that big tip of the iceberg that was shown in one of the slides, and that I would call the comorbid pathologies that may not budge with any Aβ targeting therapy. 
So although the biomarker data would argue that the first biomarker to change is Aβ-related, and Reisa showed that very nicely, she didn’t show the tau data. Because if [garbled: Bach or Bock?] was here and he showed his slides, you would see that although 10 years before the chemical biomarkers changed Aβ deposits, 10 years before that, [Indiscernible] tau deposits. And we can’t ignore the pathology data. There is a huge discrepancy between what we see what we actually look at the brain and when we look at the brain through the filters of what our biomarkers tell us, which I must admit, we do not always know what we are measuring. We don’t know what we’re measuring with amyloid imaging, we don’t know what we’re measuring with the tau and Aβ chemical biomarker assays. 
So do we really know when we look at an Alzheimer patient that they only have plaques  and tangles based on a biomarker assessment? And we just have a study online, Toledo, et al, that says, no, we don’t. A third of 140 subjects who had CSF, tau, and Aβ, at some time before life, and it may have been an average of about 5 years, had a second neuropathology diagnosis in addition to AD when their brains were examined. Although their biomarkers were the Alzheimer profile. So everyone in the room would say that’s Alzheimer’s disease, by the biomarkers, but there was a second neuropathology diagnosis and a third. 
Moreover, many more had a lower abundance of TDP-43 and alpha-synuclein that did not rise to the level of a secondary diagnosis, but that was in areas of amygdala, and hippocampus, where Pete Nelson and others have shown there are cognitive consequences of that burden of pathology, even though it does not rise to a level of a diagnosis of FTLD-TDP or dementia with Lewy bodies. 
We desperately need additional biomarkers. In ADNI, we have done the equivalent of a GWAS, I guess you’d call it, by using [garbled: rule-space medicine?], Luminex platform, and existing antibodies put in a multiplex. A platform to interrogate up to 190 cytokine signaling molecules, and we have seen some signals, but the RBM platform is not stable, I would not recommend it. It was informative for discovery, but it is not for validation. Those hits have to be followed up with independent assays. 
Maybe the investment that we need is for an NIH-funded RBM light platform where we have much greater stability and if we only had the resources to do another 10,000 analytes and another hundred thousand subjects then maybe the biomarkers that we need would emerge. We have Parkinson progression marker initiative. It’s fabulous, it’s important, I feel very honored to be part of both ADNI and PPMI, although they are absolutely exhausting, but I want to mention to everybody who is not familiar with them, and from the public, that we do cooperate and these are stellar examples of the cooperation that we can get from our scientific colleagues who are committed to doing something about this disease. 
We need a full-court press for imaging agents, for tau, synuclein, TDP-43, for better synuclein and TDP-43 assays. There are some that have been published, but they’re not very good, and for the type of rules-based medicine approach that I just referred to. Because I think without that, we may not know whom to treat, when to treat, or even the outcome measures to use to assess target engagement, whether the drugs are working. I am optimistic that we can achieve those goals, but it still requires a lot of heavy lifting.
Lennart Mucke:

I wanted to say just a few cautionary remarks about how we think about target engagement efficacy outcome measures. So for example, I think there is an abundance of work suggesting that Aβ-induced neuronal dysfunction is probably more likely related to Aβ oligomers than to Aβ fibrils or amyloid plaques. And moreover, it is probably more related to the amount of the oligomers stuck to neuronal membranes than to what is floating around in the interstitial fluid.
In none of the trials that have been conducted against Aβ do we have any information whether the drugs had an effect on Aβ oligomers in strategic brain regions. We don’t even know from animal models by how much you would have to lower the concentration of these moieties in order to block them from creating synaptic and cognitive dysfunction. I think we are quite a ways from thinking about how much of the Aβ secretase inhibitor do I have to give or how much of an antibody do I  have to give to remove, in a functionally meaningful way, the toxins that are probably functionally most relevant. 
Eric Siemers:

I think it is a great point. We have had many discussions about the importance of measuring oligomers. At this point, we are not comfortable with assays that have been out there, they are difficult to measure. One of the things that I might measure is in terms of thinking creatively about downstream biomarkers, you mention oligomers on membranes disrupting neuronal function. I’m not just saying this because Eric Reiman is here, one of the things we found in our studies is that FDG-PET actually was a biomarker that seemed to track with the cognitive effect, so there may be some other ways to get at it.

Lenore Launer:

As an epidemiologist, I can address all sorts of issues that you have all brought up. Two things: first, of course, epidemiology has made an important contribution to the observations that people are now understanding, for instance that it is a multifactorial, multimorbidity disease, and it starts very early. But I particularly want to address the biomarker issue. Because the sensitivity and specificity of the biomarkers depend very much on the range of disease that you have in the sample that you’re looking at. If you only have biomarkers that work in very pristine, clearly sick/not sick, they are not going to work as well in the population. And the second issue is, you are never going to get a population sample of CSF. And I think it is very important that at the same time you’re developing the biomarkers in the CSF, that you also figure out biomarkers that can be used in the population. Otherwise, you’re never going to be able to find out whether what you’re studying in a more controlled circumstances is going to have an impact at the end of the day on the disease, and most of the disease is just a mix of a lot of different things. In genetics we accept lots of genes’ small effect on the disease, and I don’t see why we don’t accept that paradigm for Alzheimer’s disease. There are lots of little factors that make a small contribution to come together to create the problem.

David Holtzman: 
I certainly agree that we need whatever the easiest biomarkers we ultimately could use for whatever disease, especially like this. But to summarily say that CSF could not be used epidemiologically, I think it’s an issue of, if it turned out to be that was the best biomarker, I don’t see why you could not do it. Everybody in this room is supposed to get a colonoscopy and it is a lot less dangerous to get a CSF done right away than getting a colonoscopy. So if this disease is as serious as we’re all here to talk about, and that was the best test, it may not be, but so I disagree with that comment.

John Trojanowski:

And biopsy for cancer, I mean, I’m a neuropathologist and I looked at chips of brains for people who need to know whether that mass in their head is a treatable brain tumor or an abscess, and it’s done all the time. I mean, I’m not suggesting we biopsy people, but that’s what’s done for cancer when it’s a serious life-threatening illness, and I think Alzheimer’s is. So CSF I think is a better way to go than brain biopsy.

Lenore Launer: 

Well, sure you can get the CSF, but whether you can get it on different profiles of the population, so that you can actually see whether things are changing, whether you can monitor this on a public health basis, I think that is probably, I respectfully say that these things need to be developed simultaneously at the same time.
Ronald Petersen:

Lenore, I agree with you on that. We are doing, in our population-based setting, we are asking people to do spinal taps, and so we are getting them and I think that is a good empirical question that we will have to explore as to the heterogeneity of the spinal fluid results in the general population age 70 to 90. But I agree with you because these people have all comorbidities that you could imagine out there.

For example, one thing as a side note: CSF protein. We have seen elevated CSF protein in I’m saying 80, 85 percent of all these people, and most of them are normal, it’s just that people at that age range are typically not tapped, so you have to wonder about what’s normal and abnormal. 

Paul Aisen:

Charlie?

New Commenter:

I think this discussion was just terrific. I really admire all of the energy that went into this discussion this afternoon, and I appreciate the multifactorial approach that people seem to be accepting these days. I want to remind the group and then make a proposal that we talk about early onset at risk and I want to remind individuals that at age 30, 10 percent of the population is hypertensive, by age 50, about 5 percent of that population has cardiovascular disease. In some of the studies I’ve been involved in, we know that these are associated with brain injury and cognitive effects in people who are auspiciously normal. And in fact, in some of the studies, we have looked at people who are positive, and looked at the effect of their amyloid on their cognition, and shown that those with vascular risk factors actually have a stronger relationship between their vascular risk factors and their cognitive ability, even though they are the PiB-positive and cognitively normal. And finally, we all know that about 30 percent of our MCI patients actually have no amyloid as measured by imaging. The point in time to make, and the proposal that I think that David Bennett brought up, is that we shouldn’t, when we start looking at these early individuals and we start thinking about targets, that we don’t forget to look at these covariates and make sure. Because I think the worst thing to happen is if we have a negative study using a specified target like amyloid, and we forget that we may have other targets sitting there that need to be addressed simultaneously.

Pete Nelson (University of Kentucky):

Wonderful meeting. I want to underscore something that multiple panelists mentioned, and particularly John, about mixed pathology and the importance of the Humboldt clinical pathological correlation. I think there are two important recent examples of this. One is in ADNI, where their number one biomarker for cognitive loss is atrophic hippocampi, but in the ADNI brain bank 20 percent of their AD cases were not AD cases, but hippocampus sclerosis, a totally different disease. So that’s a totally different mixed pathology that is being conflated by their biomarker. A second example that I think is very important is that all clinical trial studies, Framingham, big, small, show that diabetes status before death is a positive correlation with AD status, but all the autopsy series, basically the good ones, have shown that there is a negative correlation between antemortem diabetes status and Alzheimer’s disease pathology, but a very positive correlation between antemortem diabetes and cerebral vascular disease pathology. And these underscore the fact that the places where you can find the differences between AD and cerebral vascular disease, AD and hippocampal sclerosis, AD and synucleinopathy are really not very well understood and they need to be better understood using autopsy studies. And for example, the gamma secretase individuals, these people need to be autopsied to see what is going on with their brains after that treatment. It’s something that is a natural thing that should be a part of the process. My answer to any question of why didn’t a drug that is a good drug work, my answer would first be, mixed pathologies. 
Reisa Sperling:

One thing that we didn’t talk too much about in biomarkers is: obviously it is to try to find people who have the disease we are trying to study, but importantly, we should use these biomarkers to find people who have the pathology that we are targeting with our drug. I think nobody would say that they are not multiple pathologies and multiple neurodegenerative and cerebral vascular diseases that contribute to cognitive decline, but if you have an anti-Aβ therapy, the question is, are you going to select a population that has that target pathology to measure? And importantly, to John and David and others, I think it is important that we bank samples from these large prevention…from screening and from the trials so we can go back and say when you have a really good alpha synuclein marker, did this actually predict. But to wait until we have all of the markers of other pathologies to start these prevention trials, I think we’ll be in the same place we are 10 years from now, and that can’t happen.
New Commenter: 
I would like to address the question of barriers to translational research from regulatory problems. And praise the FDA, and worry about the local IRBs, which we have had some experience with, and I don’t remember who suggested it, but a national IRB for clinical studies in Alzheimer’s is a great idea. The reason is our experience locally at the USF. We had discovered that there were a couple of factors that were released during rheumatoid arthritis, whose patients almost never get Alzheimer’s disease that might cure their Alzheimer’s disease or prevent it. One of them was GM-CSF, and one was G-CSF, which stimulate the bone marrow. So we tried GM-CSF and G-CSF directly in the brains of mice. Both of them reduced amyloid, GM-CSF by 50 percent in one week. So it looked like a great drug, and it was also an FDA-approved drug for bone marrow stimulation. 
So we showed it in mice that it completely cured the behavior problems, it got rid of the amyloid. 
We went to the FDA, asked for an IND exemption, got it in 1 month. We went to the IRB and it took them 8 months to approve the clinical trial. And the last thing they required was that we have demonstrated efficacy of GM-CSF in humans for cognitive improvement. We said, but that is what we were trying to do. The only thing that saved us was that GM-CSF had been used for 20 years, safely, in cancer patients for bone marrow stimulation. And the Moffitt Cancer Center had a trial to look at cognition in these patients, not for GM-CSF or G-CSF, but just whether bone marrow transplantation might benefit them. And by asking what their billing records were, we could find out who got GM-CSF, who got G-CSF, and who got nothing. And that was enough to convince our IRB to go ahead with a clinical trial. This was outrageous. And if everybody has that experience, we’ll have translational research being really slowed at the academic level. So some kind of national system would be very good. It’s not their fault. They do not have the expertise, and they’re not going to get it quickly, but a national one would.

Paul Aisen:

Barry. 
Barry Greenberg: 

I think we’d all agree that one of the confounding factors in this field has been the great heterogeneity of the disease and the propensity to homogenize the patient cohorts. I am concerned when we see a slide saying there have been 10 failed phase III studies in the past decade, we’re losing a lot of information by considering them just failed studies. In each of these studies, there are responders and there are nonresponders. I am wondering whether or not we should take a page from the physics field and do risk analyses, failure analyses of those who are responding versus those who are not responding, and ask, what are the factors that could potentially lead to a positive response to a given therapeutic? For example, we talk about combination therapies, what if the combination is not all pharmacological combinations? What if you have a pharmacologic intervention that must be coupled with a certain level of cardiovascular health, and this might classify a responder subgroup without doing retrospective analyses. We are losing that information, and I recognize that there are issues that enter into this in terms of patent life, but it is a hypothesis-generating tool that could be used for subsequent phase III studies, and I’m wondering how the panel would feel about stressing the importance of these failure analyses to understand who are the patients who are responding that may not just be due to population heterogeneity within the cohort?
Paul Aisen:

Your comments, I think, are suggesting that we learn as much as we can from each tribe we complete. That generally our trials are either positive or negative, but we learn from all of them. And we should make sure we learn as much as possible because there may be important insights. 
I agree with that. I think we should make the greatest use of this very valuable information that is so difficult to obtain, so costly and requires the voluntary participation of so many people. It is our obligation to learn as much as we can. And I think most of us would agree that sharing the data to the extent possible, and as publicly as possible, would serve the purpose of making the greatest use of that data. I think that there are movements in that direction that are very encouraging, and Ron Peterson’s efforts to pool data is an example. It has been a little harder to gain both active and placebo arms, as opposed to placebo arms only. But speaking for myself, I would certainly say that the more data that we can pool and share as publicly as possible, the more we are likely to learn. I would add one small caution. I have said earlier that post hoc data are often misleading. And I think one should be very careful moving beyond the primary question, but that said, lessons can be learned, hypotheses can be generated, and we should take advantage of this hugely valuable data. 
Barry Greenberg:

That is why I referred to it as a hypothesis generator and not a post hoc analysis of an effect. What it will require will be a willingness on the part of the pharmaceutical industry to share not only the placebo data arms, but also the treatment arm data. 
Eric Reiman:

To use an example, we’ve proposed a pre-symptomatic Alzheimer’s disease trial in early-onset Alzheimer’s disease mutation carriers close to their expected age of onset. One of the reasons we think this is a nice complement to the A4 study is that if this trial is negative, we will still have the opportunity to look at people who are destined to develop Alzheimer’s, but who may have less amyloid. We’re a little worried about the possibility that if these pre-symptomatic trials are negative, and they’re loaded with pathology, how many more shots on goal will we have?

Eric Seimers: 
And just to mention again, I think our experience with our Semegacestat going into the ADCS is just really starting, but it is along those lines and I think it is going to be incredibly valuable. I think you’re point is a good one. It is hypothesis-generating once you get to these post hocs. The other point that was made about pathology—that would be great, but as more and more biomarkers are embedded in the studies, at least we can start to look at those, whether it is amyloid PET imaging, or white matter abnormalities on MR or whatever. 

Cindy Carlson (Wisconsin ADRC):

Thank you all for the time that you have put into these thoughtful presentations. I am interested in using CSF in clinical trials and I appreciate your comments, and trying to standardize that. And to make sure that we try to do a better job of trying to understanding the heterogeneity of the patients and why we’re seeing these CSF difference between different studies. One comment I have is that it seems like in epidemiological studies, we do a good job of characterizing the patient population that we see, and that obviously in clinical trials there’s careful exclusion criteria, and the descriptions of patients to make sure that both placebo and intervention arms are similar characteristics. But one thing I’ve noticed, either in reviewing articles or in reading them for biomarker studies, there are a lot of times we do not have these comorbid conditions listed. You will see biomarker levels listed, but you won’t see if the participants had hypertension, if they’re using any hypertensive agents, if they were diabetic, so you don’t see the patient descriptions to see what is explaining these heterogeneic findings from study to study. So I just wondered if you all had any comments on ways we could improve, whether it be through encouraging reviewers to make sure that manuscripts publish other comorbid disease and medications, or other things we could do to get a better description of these populations that we see in these biomarker studies.
Paul Aisen:

That’s a good question. Thanks. I believe one approach to making sure that we look as carefully as possible and exhaustively as possible about heterogeneity and comorbidities and comedications is to move toward always establishing the data set in a public forum behind every manuscript. Some journals are now providing server space for sharing data sets, and I believe that is the best way to make the most use of data. For all of the ADNI papers, that is already true. All the ADNI data are posted. Every ADNI manuscript should indicate the date that the data was accessed, allowing any investigator to go back and to query further the same data set. And the ADNI data set does include clinical and medication data. So we have a lot to learn and this is complex, but we should collect important data on all of our studies and we should share that data.
David Bennett: 
Can I just add one more comment, and that is, right now we’re at the phase with the kind of agents that we have, that we’re doing carefully selected patient populations that are screened, but if you, again with the problem of this magnitude, compare it to cardiovascular disease and heart disease and some cancers, what we want to be looking towards in the future are studies with tens of thousands of people who are at risk, and at that point, you are going to be giving things to people who have the full range of comorbidities, because there’s no way to get around it. 

New Commenter:

I may just be repeating what David Bennett already said but, there’s always a question of heterogeneity versus homogeneity. And we need more homogeneity and less heterogeneity to establish a clear signal in our data. There’s lots of importance to heterogeneity. But when it comes down to homogeneity, it seems like the clearest signal that we have—and I don’t know what is more difficult, a brain biopsy, a colonoscopy, a spinal tap, or getting an ApoE genotype, but maybe the ApoE genotype. Because it seems to be if we were to look at the individuals with E44, they’re the youngest and cleanest Alzheimer’s patients that we could possibly have. When they’ve tried to do some of these studies where they separated the E4’s and the non-E4 groups, they get all of the E4 patients right away, and the non-E4 groups are the ones that are hard to get into. The E44’s are the ones that have the clearest, earliest disease. Why is that not a focus of our drug studies? 
Eric Reiman:
That’s been a long-standing interest of ours, and our study of cognitively normal ApoE4 homozygotes, heterozygotes, and noncarriers. The idea was to see if we could come up with sample size estimates to study ApoE4 homozygotes and heterozygotes and proof-of-concept biomarker studies, starting in middle age. Turned out, when we first proposed the idea, for instance, of using cholesterol-lowering treatments in middle-aged, ApoE heterozygotes, one of the challenges was—in trying to get funding for it—there was not a financial incentive of an approval pathway just based on biomarker endpoints. Now we have proposed as part of this Alzheimer’s Prevention Initiative, two complementary trials, one in early-onset mutation carriers close to their age of onset, and ApoE homozygotes close to their age of onset, a little bit more generalizable to late-onset Alzheimer’s disease. The first trial is going to be in early-onset Alzheimer’s, but I think you make a good point. There are several groups now interested in studying ApoE4 carriers or stratifying by ApoE4 genotype in pre-symptomatic trials. I think you’ll see some progress in the next few years in that regard.
[Indiscernible - multiple speakers] 
David Holtzman:

Let me answer your question also, following up Eric, because I think if you take a group like E44,  what you’re going to want to still know is when is that individual person most likely to convert to cognitive abnormality. And what will tell you that is their biomarker status, not their ApoE genotype.

Commenter:
They will be 18 years younger than the 33’s at that point of conversion. 
[Indiscernible - multiple speakers] 
David Holtzman:

At any given age, let’s say age 60, some of them have already developed significant changes in their biomarkers, and some have not. It is a good population to study, but you should use other biomarkers with it.

Commenter: 

But that will give you your homogeneous population, that would really decrease your variance. I don’t know why Eric Reiman just had difficulty getting funding.

Nick Fox:

Just to follow up on that. Even in 100 percent penetrant, early-onset familial Alzheimer’s disease with really aggressive presynilin-1 mutation carriers, where, within families the range of age at onset is between 5 or 6 years, even then you want to know as best you can where on the disease profile you are, the more information you can get. It’s no good knowing somebody is at risk if you cannot control for the heterogeneity. And there are a number of ways we can do that. There are multiple biomarkers: increased rates of atrophy, CSF markers, cognitive changes. But we really mustn’t think that just because we have an at-risk status we have gotten rid of the heterogeneity. Because there’s a different temporal heterogeneity spectrum you have to address as well.

Ian Kremer:

Dr. Manly, thank you for your comments about trying to get more people from underrepresented populations into the clinical trial pipeline. I suppose this question is directed to you and to Dr. Katz and to anyone else who might like to chime in. I wonder if there are additional tools, if you could expand on the tool that the slide referenced, but if there are additional economic incentive tools that are necessary or would be warranted to draw more people from underrepresented populations into clinical trials. Obviously, on a non-coercive basis, just a purely incentive basis, whether it is the tax code or other tools at the disposal of the Federal Government to give people another positive reason to participate and drive us toward answers rather than complacency to accept the data that you presented around the overrepresentation of these communities in falling subject to the incidence of the disease.

Jennifer Manly: 
The best tool in recruiting people into research of this type is to ask them. Ask them to participate. I think that we have not been asking ethnic minorities to participate in clinical trials at the same rate that we have been doing that among well-educated white people. And I think that when we have a conversation with these communities, we will begin to understand what their motivations are. I don’t think they are all too different than the folks who are already participating. There may be additional barriers, and we have to understand them in each neighborhood. The barriers in northern Manhattan are different than the ones in Atlanta, and different than the ones in Birmingham, and different from the ones in San Diego. I can’t give you an overview of all those barriers, but I think it involves a conversation from the beginning with the community, not making any assumptions, and I don’t think that money or any other kind of incentive is the answer. I think that people have similar motivations, but we definitely need to engage in a conversation and ask people to participate. 
David Bennett:

I just want to add to that. I think we do a good job, and Jennifer does a good job, and various centers. It is really educating the community, but it is also educating staff. You need a culturally sensitive, educated staff who understand what the barriers are in your local community, and if you don’t have those people at your center, you are not going to do a good job of doing this, because it makes the staff reticent to engage in an open conversation in a way that is meaningful to participants. I would be wary of doing something with financial incentives that differ across race or ethnicity. That sounds like one of those things that there will be a law of unintended consequences with. Because you’re not treating people similarly.
Ian Kremer:

I should just clarify quickly. My thought about economic incentives may have to do more with income than with ethnicity.
David Bennett:

There are barriers across SES as well as race and ethnicity, and it just requires a lot of education, and it is more time consuming. So when you have competitive involvement, you can enroll five people from this group or you can enroll one from another group. So I think there are ways of incentivizing the behavior of the investigators.

Reisa Sperling: 
I’d like to speak to that because I think we can incentivize. For the A4 trial, we will require that a minimum of one of every five subjects is from an underrepresented minority. And I would love to see that even higher. And we definitely should give tax breaks to the investigators who enroll people.  [Laughter]

New Commenter:

Hi. Ben Zeskin from Indieering, we’re a startup of bioengineers out of MIT. Thank you all for a great panel. A common theme has emerged from comments by Reisa and Ron and Dave and all of you about the wide range of heterogeneity and the rates of progression, the prognosis, the different stages of the disease. So I want to juxtapose that with…I though Eric made a very insightful observation that you called Brownian motion around the fact that in a couple of different control groups there were pretty significant differences. The question I have is if we could tease this apart much more accurately in terms of the stage and the prognosis of a given patient, would that enable us to evaluate more accurately how effective the new medicines are? If there were better ways to predict a patient’s prognosis in the absence of the medicine, to then see how the medicine might be affecting a particular patient or a particular subset.

Eric Seimers:

I think there are two points to be cognizant of in terms of variability. One is, is there something we can do with the instruments to make them better? But secondly, some of that is biological variability, particularly with people with mild to moderate Alzheimer’s disease. People who see these patients know well that they have good days and bad days. That’s not a problem with the instrument, that’s biologic variability. So, as we want to reduce [garbled] sources of variability, one is to make our patient population in this case more homogeneous. But secondly, we need to think about ways that, well I won’t say minimize biologic variability, but if there are pieces of their biology, in this case their cognition, that have a lot of variability, that actually pushes us to other pieces which may be biomarkers, may be other ways of looking at function, which do not vary as much on a day-to-day basis. I think we need to be very careful about not always blaming it on the scale, but we have to realize that there is biologic variability. 
Paul Aisen:

We can gain a lot in terms of efficiency of trials by understanding predictors of progression. And for predictors we stratify our treatment groups to ensure balance. For other predictors, we can include them as covariants in our analysis. If you’re going so far as to suggest that by accurately predicting what to expect, we can do away with the control group, as some people have suggested, that we would not agree with.

Eliezer Masliah:

I was quite fascinated by the presentation of John Trojanowski and the proposal that Alzheimer’s is a multi-proteomopathy as compared to other degenerative diseases. And in that regard, I think for example with tau we can differentiate the forms of tau that accumulate in Alzheimer’s versus other dementing disorders like FTD. For alpha-synuclein or TDP-43, is there any—because I think this is important for biomarkers, also—is not the same qualitative changes in these aggregated misfolded proteins that is occurring in Alzheimer’s versus other proteomopathies? Is it possible that maybe the alterations in synuclein might be different in Alzheimer’s than in let’s say PD or PDD or for TDP-43 compared to ALS or…Is there any suggestion that there may be qualitative differences that one can use for differential diagnosis and biomarkers? 
John Trojanowski:

That is a very interesting question. Because as you may know, we have recently shown in the Lower Boccacelli et al Neuron paper that preformed fibrils will induce alpha synuclein pathology in wild-type cultured neurons. And it may be that different fibrils, albeit even synthetic fibrils, will induce synuclein pathology alone or synuclein and tau pathology. So, we are wondering, I mean this is very preliminary and I probably shouldn’t even be saying this because it is so preliminary, but we wonder if there are different strains much as there are different prion strains, which could account for the different clinical phenotypes. Remember, that’s how different prion strains were first identified. [indiscernible] is different than [indiscernible]. The incubation times were different and people began looking at those proteins on [indiscernible] and now there are 20 different strains of prions that have been identified, and does that account for some sum of people having Parkinson’s disease and no dementia, some having Parkinson’s disease and dementia after a certain period of time, DLB beginning with dementia [indiscernible] Lewy bodies, beginning with the cognitive impairment, followed some time later by motor impairment. 
I think there’s been some data to make the case that Aβ may exist as different strains, the Mattias Yucker and Larry Walker studies. This is very, very early days to understand what transmission means, and I would hasten to add that it does not appear to mean infection. That is why we have avoided the use of the term prion as much as we can, just to draw that sharp distinction between an infectious versus a transmissible disease. So it could well be that there are different strains of transmissible [garbled] proteins, but this is still very early days. 
Paul Aisen: 

We have time for just a couple more questions. 
Charlie Hall (Albert Einstein College of Medicine):
I want to bring up something that has only been alluded to, which is who we enroll in studies in terms of the fact that we like to enroll people into studies who we think are going to complete the study. Because when people drop out of the study, or are lost to follow-up for any other reason, those people don’t give us full information. In fact, we need to admit that the people who drop out of studies are different from the people who complete the study. They are generally worse off, they have more disease, and it is very rare that this is ever taken into account in publications. However, if you can go out and collect additional data on these individuals, it is possible—the statistical techniques are not trivial, but they are there—to include some of that information. For instance for cognitive outcomes, we give cognitive evaluations on the phone as well as in our clinic. You can go out to make home visits to collect serum or to do cognitive assessments. And if the biomarker or the cognitive assessment is at least an imperfect measure of what your primary outcome is, you can at least make an attempt to try to determine how much this informative loss to follow-up is biasing your outcome of efficacy or your outcome of time-to-survival and so forth. So I’d just like to put in a case that this is something that should be considered in future studies to put into your recommendation. Thank you.

Russell Katz:

The most important point that you made is that dropouts tend to, have the potential to bias the results, and I think there was even a recent meeting including FDA statisticians and others, and their recommendation was don’t have any dropouts. [Laughter] Of course that’s impossible.
Charlie Hall:

And to have a population when there are virtually no dropouts, that’s not the general population that you’re going to be giving the intervention to. 
Russell Katz:

Certainly, traditionally, clinical trial samples are not particularly representative of the general population. I realize that is something we’ve been talking about a great deal here. But I think we try to get folks to follow up on patients who have left the trial and even get them to be assessed at what would have been a study visit, they are just no longer on the treatment. It is very complicated, as you say, in large part because they’ve gone on to other things. They are taking other drugs and doing all sorts of other things. We do endorse the view that you should try to get data on these folks when they leave the trial and see if you can learn anything about how different they might have been from the folks who stayed in.
New Commenter: 
[Indiscernible] Medical University of South Carolina. As we talk about larger studies with larger populations in every stage, the variability that you presented that appears to be driving lots of the negative findings that we have, may become worse rather than better. And therefore one of the considerations is maybe that we need to shift our focus from population and the average to the individual. As we understand a little bit better the path to disease, maybe we can figure out better ways to analyze and see how the patients evolve versus what we predicted to evolve to include control subjects. I’m not advocating to exclude control subjects. Among the things to be considered, I would advocate to consider the presence and absence of neuropsychiatric symptoms that may be especially relevant in earlier stages of the disease, and that can affect cognition, such as depression and apathy. 
Paul Aisen:

Thank you. Last question? 
New Commenter:
I would like to suggest that because there are a lot of studies that already show lots of complex chronic diseases, the capacity is making it a lot more predictive in terms of who is at risk. The predictive of the diagnosis that is critical for you to assess the data. Otherwise it doesn’t work. So you have to be accurate at the prediction of the individual’s susceptibility before you can assess the intervention and target therapy. Basically if I will ask you the question of your clinical trial: how do you explain your beta amyloid result is actually accelerating cognitive decline, I would have to ask you also to predict how you explain the second trial which was attributed to not enough time. Is it possible to contact you as you have no result? And also is the combination of tau and beta amyloid, if my understanding of the person with the CSF, G-CSF result was true, then I would say it is very likely that you will have a contra—especially when you go into preclinical result, presymptomatic, you may survey the deficiency in terms of cognitive impairment. I am just giving you thoughts about the etiology part, because etiology part of the disease for a lot of chronic disease is not what a lot of people think. 

Reisa Sperling:

I’m not sure I got everything you said, but I at least got the part where you were, I think, talking about the same idea that we need to think about individuals and the substrate that we are acting upon in terms of cognitive brain reserve and other factors. That is just like the comorbidities we talked about, that some of them will actually stratify on, [garbled] education or something, but then after the fact, hopefully, we can go back and look at both reserve factors and comorbidity and help inform the individual trajectories. But I’m not sure that was the whole question. 
Paul Aisen:

We are past our time, so I want to thank everybody for staying with us to such a late hour. 
